Numerical investigation on the effect of tumor on the thermal behavior inside the skin tissue
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A B S T R A C T

This paper investigates the thermal behavior inside skin tissue with the presence of a tumor by solving the Pennes bioheat equation. We apply the method of approximate particular solutions (MAPS) to simulate tumor in 3D. The MAPS is a kind of domain-type meshless collocation methods, which has the merits being free of mesh generation and numerical integration. To ensure the interface conditions were exactly satisfied, an affine space decomposition technique is adopted. After verifying the convergence of the proposed method, we provide various simulations to the thermal effects inside the skin tissue due to an arbitrary-shaped tumor, including the location, geometry and size.

Published by Elsevier Ltd.

1. Introduction

The presence of a tumor inside healthy skin tissues makes the temperature nearby increases [1–3]. This anomalous thermal behavior is caused by the relatively higher metabolic heat and blood perfusion of the tumor in comparison with healthy tissues. By comparing the thermograms of normal and infected tissues, such thermal behavior can be used to detect tumors under the skin tissues.

The well-known Pennes equation [4], which involves the effects of blood perfusion and metabolic heat generation, is a commonly-used model for simulating the thermal behavior of skin tissue. Let $u_T$ and $u_S$ be the temperature in the tumor and surrounding tissue respectively. With the presence of a tumor, both temperature distributions can be modeled by a diffusion-reaction equation:

$$ \rho c_p \frac{\partial u(x,t)}{\partial t} = \nabla \cdot (\kappa \nabla u(x,t)) + \omega_p \rho_h c_h (u_a - u(x,t)) + Q, \quad x \in \Omega, \quad t \in (0,T), $$

where $k, \rho, c$ denote the constant thermal conductivity, density and specific heat of the skin tissue, respectively. The other constants, $u_a, Q$ are the arterial temperature and metabolic heat generation, which are all known quantities.

We are interested in solving the PDE in (1) in some truncated domains $\Omega = \Omega_T \cup \Omega_S$ that include the tumor in $\Omega_T$ with sufficient surrounding of healthy tissue in $\Omega_S$ with $\Omega_T \cap \Omega_S = \emptyset$. Fig. 1 gives a schematic demonstration of such computational domains. Let $u_I$ and $u_S$ denote the temperature in the tumor region $\Omega_T$ and the healthy tissue region $\Omega_S$, respectively. On the skin/tumor interface, both temperature and heat flux remain continuous. Hence, the interface conditions $\Gamma = \Gamma_T \cap \Gamma_S$ that connect the temperature profiles in the two regions are:

$$ u_I(x,t) = u_S(x,t), \quad x \in \Gamma, \quad t \in (0,T), $$

$$ \frac{\partial u_I(x,t)}{\partial n} + \frac{\partial u_S(x,t)}{\partial n} = 0, \quad x \in \Gamma, \quad t \in (0,T). $$

Consider the whole surface of the truncated domain. On the interior surface facing the body core $\Gamma_1$, we simply impose the Dirichlet boundary condition,

$$ u_S(x,t) = u_a, \quad x \in \Gamma_1, \quad t \in (0,T). $$

We assume the remaining surface of the truncated domain $\Gamma_2$ is insulated to guarantee the continuity of numerical solutions inside and outside the truncated domain. In practice, the skin surface is covered with an insulating material large enough to guarantee the temperature inside the body to reach the steady state and to avoid the effect from the surrounding environment, namely, we impose the Neumann boundary condition.
To solve the corresponding semi-discretized equation, in order to guarantee the numerical stability and accuracy in interface condition, an affine space decomposition technique \cite{10} is included in our numerical implementation. In Section 3, numerical verifications are given to demonstrate the effectiveness of the proposed method. Then, we simulate the thermal effects of different arbitrary-shaped tumors inside the skin tissue. Finally, in Section 4, we shall draw some conclusions based on the numerical simulations.

2. Method of approximate particular solutions and affine-decomposition

In this section, we propose a numerical method to solve the Pennes bioheat equation, as defined in (1)–(5), which can be treated as a PDE with piecewise constant coefficients; for \( \chi = \{S, T\} \) we consider PDEs in the form of:

\[
\frac{\partial}{\partial t} u_2(\mathbf{x}, t) = \frac{\partial}{\partial x} \left( \rho c_v \frac{\partial T}{\partial x} \right) + \frac{\partial}{\partial y} \left( \rho c_v \frac{\partial T}{\partial y} \right) + \frac{\partial}{\partial z} \left( \rho c_v \frac{\partial T}{\partial z} \right) + Q, \quad \mathbf{x} \in \Omega, \quad t \in (0, T),
\]

with the boundary conditions

\[
u_1(\mathbf{x}, t) = 0, \quad \mathbf{x} \in \Gamma, \quad t \in (0, T),
\]

with the interface boundary conditions

\[
u_2(\mathbf{x}, t) = 0, \quad \mathbf{x} \in \Gamma, \quad t \in (0, T),
\]

with the initial conditions

\[
u_3(\mathbf{x}, 0) = T_0, \quad \mathbf{x} \in \Omega.
\]
Our study focuses on a semi-discretized form of (6)–(9), which can be obtained by some temporal discretization; for example, by the implicit time-stepping scheme (backward Euler formulation), we can reduce the governing equation in (6) to
\[ L\phi_{X}^{(n)}(x) = \lambda_{f}(t, u_{x}^{(n)}(x)) \quad \text{for} \ x \in \Omega_{f}, \tag{10} \]
for the modified Helmholtz operators \( L_{f} = \Delta - \lambda^{2} \) for \( \lambda = (S, T) \), whose coefficients depend on the parameter in (6) and discrete time \( \tau \in \{ t_{1}, t_{2}, \ldots, T \} \), that relate the solutions at times \( t_{n} \). The right hand function can be computed by the linear operator \( \Lambda_{f}(t, u_{x}^{(n)}(x)) = -\frac{\partial u_{x}^{(n)}}{\partial t} - \lambda \) using the solution in the previous time step. Other higher order discretization is possible and the resultant elliptic semi-discretized equation can be solved similarly by the proposed method. The boundary/interface conditions can also be simplified to
\[ B_{f}(x_{f}^{(n)}(x)) = \hat{G}_{f}(x_{f}^{(n)}(x)) \quad x \in \Gamma_{1} \cup \Gamma_{2}, \tag{11} \]
where \( \hat{G} \) is defined piecewise, either of Dirichlet or Neumann type, depending on the location of \( x \), and similarly to the right hand data generator \( G \).

To solve the semi-discretized equation in (10) numerically, we employ the MAPS, proposed by Chen et al. [9]. Over the past years, the MAPS has been successfully applied to various physical and engineering problems, such as anisotropic problems [11], nonhomogeneous Cauchy problems [12], wave problems [13], elasticity problems [14], Navier-Stokes equation [15], convection-diffusion problems [16] and fractional diffusion problems [17]. In comparison with the well-known radial basis function (RBF) collocation methods, a.k.a. the Kansa method [18,19], the MAPS uses problem-dependent basis functions derived from the governing equation operator. Numerical evidence [20,21] suggested that the MAPS outperforms the Kansa method in terms of both the stability and accuracy, which is particularly obvious in the evaluation of partial derivatives of numerical solutions.

The MAPS, as one of the meshless collocation methods [22–24], can be set up by defining trial basis function and finding unknown coefficients by collocation. Since the domain of (6) is multi-regional, we will use two numerical expansions to approximate the temperature profiles in the healthy skin and tumor respectively. Let \( U_{y}^{(n)}(x) \) denotes the numerical approximation to \( u_{y}(t_{n}) \) in \( \Omega_{f} \), and is expanded as a linear combination of \( M_{y} \) basis functions \( \Phi_{y}(r_{y}, \lambda) \) centered at \( \xi_{y} = \{ \xi_{1}, \ldots, \xi_{M_{y}} \} \subset \Omega_{y}:
\[ U_{y}^{(n)}(x) = \sum_{\xi_{y} \in \Omega_{y}} [\phi_{y}^{(n)}] \Phi_{y}(r_{y}, \lambda) \text{with} r_{y} = \| x - \xi_{y} \|, \tag{12} \]
where \([\phi_{y}^{(n)}]^{T}\) denotes the unknown coefficients. Instead of the commonly used basis functions (i.e., the multiquadrics and Gaussian), the MAPS uses trial basis functions in the form of
\[ \Phi_{y}(r_{y}, \lambda) = \sum_{\lambda=0}^{\lambda_{0}} (-1)^{\lambda} \frac{p_{\lambda}^{\lambda}}{(p - 2)\lambda!} \left( 1 - \frac{r_{y}^{2}}{\lambda} \right)^{2}, \text{for different polynomial splines} \phi_{y}(r) = r^{p-1} \text{ for even } p, \quad r^{(p-1)}, \text{ for odd } p, \tag{13} \]

that solves the modified Helmholtz \( (\Delta - \lambda^{2})\Phi_{y}(r, \lambda) = \phi_{y}(r) \) in \( \mathbb{R}^{2} \) for different polynomial splines \( \phi_{y}(r) = r^{p-1} \) for even \( p \) [25]. For \( p = 8, 10 \), we have
\[ \Phi_{y}(r, \lambda) = \left\{ \begin{array}{ll}
\frac{r^{8}}{2}, & 0 < r < 2, \\
\frac{50r^{9}}{2} - 160r^{8} + 20160r^{7} - 40120r^{6} + 40320r^{5} - 3628800r^{4} - 3628800r^{3} - 15120r^{2} - 16r^{1} + 1, & r \geq 2,
\end{array} \right. \tag{13} \]

and
\[ \Phi_{y}(r, \lambda) = \left\{ \begin{array}{ll}
\frac{r^{8}}{2}, & 0 < r < 2, \\
\frac{50r^{9}}{2} - 160r^{8} + 20160r^{7} - 40120r^{6} + 40320r^{5} - 3628800r^{4} - 3628800r^{3} - 15120r^{2} - 16r^{1} + 1, & r \geq 2,
\end{array} \right. \tag{13} \]

respectively. Picking some parameters \( p \) allows us to complete the numerical expansion (12). Now, we impose \( N_{f} \) collocation conditions at some set \( \mathbb{X}_{f} \subset \Omega_{f}^{y} \) respectively to spatially discretize the semi-discretized Eqs. (10) and (11). Then the resultant linear system can be expressed as
\[ \left[ \begin{array}{c}
L_{f} \Phi_{y}(x_{f}, \xi_{f}) \\
L_{f} \Phi_{y}(x_{f}, \xi_{f}) \\
\vdots \\
L_{f} \Phi_{y}(x_{f}, \xi_{f})
\end{array} \right] = G_{f}, \tag{14} \]

for solving unknown coefficients \( x_{f}^{(n+1)} \in \mathbb{R}^{N_{f}} \). By the solvability argument in [26] and the sake of numerical stability, we require the collocation points to be as dense as the trial RBF centers, i.e., \( M_{y} \leq N_{f} \) for both \( \lambda = S \) and \( T \), and the linear system in (14) is overdetermined. Implementing the standard least-squares approach to solve (14) will introduce error in the boundary and interface conditions. This leads to serious effects towards the accuracy of our simulations. To circumvent this problem, we adopt the affine space decomposition technique [10] and consider the following constraint least-squares problem:
\[ \arg \min_{x_{f} \in \mathbb{R}^{N_{f}}} \left[ \begin{array}{c}
L_{f} \Phi_{y}(x_{f}, \xi_{f}) \\
L_{f} \Phi_{y}(x_{f}, \xi_{f}) \\
\vdots \\
L_{f} \Phi_{y}(x_{f}, \xi_{f})
\end{array} \right] - \left[ \begin{array}{c}
\Lambda_{f} \Phi_{y}(x_{f}, \xi_{f}) x_{f}^{(n)} \\
\Lambda_{f} \Phi_{y}(x_{f}, \xi_{f}) x_{f}^{(n)} \\
\vdots \\
\Lambda_{f} \Phi_{y}(x_{f}, \xi_{f}) x_{f}^{(n)}
\end{array} \right] = G_{f}, \tag{15} \]

subject to
\[ \left[ \begin{array}{c}
B_{f}(x_{f}^{(n)}(x)) \\
B_{f}(x_{f}^{(n)}(x)) \\
\vdots \\
B_{f}(x_{f}^{(n)}(x))
\end{array} \right] = G_{f}, \tag{16} \]

For simplicity, we denote (15) and (16) as
\[ \arg \min_{x_{f} \in \mathbb{R}^{N_{f}}} \left[ \begin{array}{c}
L_{f} \Phi_{y}(x_{f}, \xi_{f}) \\
L_{f} \Phi_{y}(x_{f}, \xi_{f}) \\
\vdots \\
L_{f} \Phi_{y}(x_{f}, \xi_{f})
\end{array} \right] - \left[ \begin{array}{c}
\Lambda_{f} \Phi_{y}(x_{f}, \xi_{f}) x_{f}^{(n)} \\
\Lambda_{f} \Phi_{y}(x_{f}, \xi_{f}) x_{f}^{(n)} \\
\vdots \\
\Lambda_{f} \Phi_{y}(x_{f}, \xi_{f}) x_{f}^{(n)}
\end{array} \right] = G_{f}, \tag{17} \]

so that we enforce the discrete boundary and interface conditions exactly in the numerical solution. This minimization approach can also save us from searching the appropriate least-squares weighting [27] and yields robust numerical consistency.

To solve (17), we denote \( B^{*} \) and \( N^{*} \) as the pseudoinverse and the null matrix of \( B \), that is, \( B^{*} B^{*} = I \) and \( N^{*} = 0 \), where \( I \) and \( 0 \) denote identity and zero matrices, respectively. Note that the matrix \( B \) in (17) is an underdetermined. As we expect that the domain-filling sets of \( \mathbb{X}_{f} \subset \mathbb{X}_{f} \) contains a lot more points than the set of collocation points on the boundary and interface surfaces, the computational overhead for finding \( B^{*} \) is reasonable. Using elementary arguments in linear algebra, we know that the unknown coefficients \( x_{f} \) must be in the form of
\[ x_{f} = B^{*} g + N^{*} \beta, \tag{18} \]
for some new unknown coefficients \( \beta \). We can work out the dimension of \( \beta \) in exact arithmetics. However, whenever \( B \) is not numerically of full rank, the affine decomposition approach can be seen as some sort of regularization, in which the computed null matrix.
will contain extra columns to make up the missing rank. The extra degrees of freedom will be returned to the least-squares problem that is now posed on $\mathbf{b}$ as:

$$A(B\mathbf{g} + N\mathbf{f}) = \mathbf{f} \text{ or } AN\mathbf{f} = \mathbf{f} - AB\mathbf{g}.$$  

Once we determine $\mathbf{f}$, the original $\mathbf{x}$ can be found easily by (18). Using the numerical expansions in (12), the obtained numerical approximation can be evaluated anywhere in the domain $\Omega$. Since all columns of $N$ are orthonormal, the length scale of the reduced matrix $AN$ is completely determined by the governing operator. Note that the original matrix system (14) and the affine space approach (15) and (16) are mathematically different; the latter better matches with the physics in the considered bioheat problems. Numerical investigation shows that the affine decomposition approach is able to achieve better accuracy and more stable results than the direct solution of the original matrix.

### 3. Numerical simulations

In this section, we present four examples. In the first, we verify the performance of the proposed numerical approach by comparing the numerical solution to a steady-state problem. This example helps determine all the parameters for the rest of the simulations. In the second example, we compare our three-dimensional simulated results with the two-dimensional ones found in literature [28]. From this example, readers can clearly see the necessity of using three-dimensional models. These examples were performed on regular domains with structured grids so that the presented results can be easily reproduced. Then, the next two examples show the capability of meshless methods for irregular domains. In our third example, the effects of tumor's geometry on the resulting steady-state temperature distributions were studied. Lastly, we study the power of separation of the proposed scheme; that is, how far apart two tumors have to be so that the proposed method can tell them apart. In all simulations, typical skin tissue and tumor in Table 1 were employed, and let $\mathbf{x}$ be the normal direction of the surface, and $\mathbf{y}$, $\mathbf{z}$ be any two orthogonal directions tangent to the surface. Moreover, the convergence criterion of time stepping process to the final steady-state situation $u_{\infty}(\mathbf{x}, T)$ is set as $|u_{\infty}^{n+1}(\mathbf{x}) - u_{\infty}^{n}(\mathbf{x})| < 10^{-3}$.

#### 3.1. Example 1: Identifying parameters of numerical method

We consider a rectangular domain $\Omega_0$ as in Fig. 1 without the presence of tumors, i.e., $\Omega = \emptyset$. The skin surface and body core are located at $x = 0$ and $x = 0.03$ respectively, and $(y, z) \in [-0.04, 0.04] \times [-0.06, 0.06]$. In this simplified model, the skin and insulating surfaces $\Gamma_s$ is subjected to zero Neumann boundary conditions $\mathbf{n} \cdot \mathbf{u}_s(\mathbf{x}, t) = 0$ whereas the body core $\Gamma_b$ has Dirichlet boundary condition $u_b(\mathbf{x}, t) = u_b$ for all $t > 0$. Then, the analytical steady-state temperature profile [29] is given by

$$u_b(\mathbf{x}, \infty) = 37 + \frac{Q}{\rho_b c_b}(1 - e^{\frac{e^{C_b}}{e^{D_b}}})$$  

for $\mathbf{x} \in \Omega_s$.  

#### Table 1

<table>
<thead>
<tr>
<th>Tissue</th>
<th>Healthy tissue</th>
<th>Tumor</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho(p_b)$</td>
<td>1000 kg/m$^3$</td>
<td>1000 kg/m$^3$</td>
</tr>
<tr>
<td>$c_s$</td>
<td>4000 J/(kg·°C)</td>
<td>4000 J/(kg·°C)</td>
</tr>
<tr>
<td>$u_s$</td>
<td>37 °C</td>
<td>37 °C</td>
</tr>
<tr>
<td>$u_b$</td>
<td>33 °C</td>
<td>33 °C</td>
</tr>
<tr>
<td>$k$</td>
<td>0.5 W/(m·°C)</td>
<td>0.5 W/(m·°C)</td>
</tr>
<tr>
<td>$Q_s$</td>
<td>420 W/m$^3$</td>
<td>4200 W/m$^3$</td>
</tr>
<tr>
<td>$c_b$</td>
<td>0.0005 m$^2$/s/m$^3$</td>
<td>0.002 m$^2$/s/m$^3$</td>
</tr>
</tbody>
</table>

where $C = \sqrt{\frac{\alpha_b c_b}{k}}/k$.

In order to apply the proposed method in the previous section for solving (6)–(9) to steady-state situation, we need to identify a proper MAPS basis, i.e., by determining the parameter $p$ in (13). Fig. 2 shows the $L^\infty$ difference (measured on a very fine 29,791 evaluation nodes) between the analytical steady-state solution and our simulated solutions with different numbers of RBF center basis $M$ in the present MAPS expansion (12), and various values of $p = 4$, 6, 8, and 10, which are compared with the Kansa method using MQ-RBF ($\sqrt{(\tau/\sigma_{MQ})^2 + 1}$), where the MQ-RBF shape parameters $\sigma_{MQ}$ for $M = 512, 729, 1000, 1331, 1728$ in this case are, respectively, 0.077, 0.061, 0.049, 0.039, 0.035 determined by using trial and error approach. Note that $p = 2$ does not yield smooth enough trial basis for the second order PDEs and is therefore excluded from the comparison. Although the Kansa method with optimal MQ-RBF shape parameter obtains the accurate results, it is a nontrivial task to determine the sensitive problem-dependent MQ-RBF shape parameter, which has the big effect on numerical accuracy. Moreover, it can be found from Fig. 2 that the numerical solutions obtained with $p = 4$ and 6 are still “converging” in the tested range of $M$. On the other hand, the maximum differences for the other two numerical solutions stagnate after $M = 1000$; hence, both $p = 8$ and 10 are suitable choices and we opt for the smaller value ($p = 8$) to avoid the problem of ill-conditioning.

Lastly, to ensure the proposed method is not sensitive to our selections, Table 2 shows more numerical results for $p = 8$ and $M = 1000$ with different temporal parameters $T$ and $\tau$. Hence we use $p = 8$, $M = 1000$, $T = 11000$, and $\tau = 500$ for a balance between accuracy and efficiency in all numerical simulations throughout the section.

#### 3.2. Example 2: Two- v.s. three-dimensional simulations

Considers the same domain of skin tissue as in Example 1 but with a 0.01 thick rectangular tumor with surface size $0.02 \times z_t$ (perpendicular to the skin surface) given as

![Fig. 2](image_url)

**Fig. 2.** Example 1. Maximum difference between steady-state solutions and numerical solutions for different numbers of basis by using the present MAPS with $p = 4, 6, 8, 10$ and the Kansa method with MQ RBF.  

<table>
<thead>
<tr>
<th>Example</th>
<th>Numerical results obtained with $p = 8$ and different temporal parameters.</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tau$</td>
<td>250, 500, 750, 1000</td>
</tr>
<tr>
<td>$T$</td>
<td>9250, 11000, 12750, 14000</td>
</tr>
<tr>
<td>$T/t$</td>
<td>37, 22, 17, 14</td>
</tr>
<tr>
<td>$L^\infty$ difference</td>
<td>5.37E-03, 2.85E-03, 1.63E-03, 1.29E-03</td>
</tr>
<tr>
<td>Time (s)</td>
<td>32.0, 19.5, 15.4, 13.2</td>
</tr>
</tbody>
</table>
\( \Omega_f = [0.01, 0.02] \times [-0.01, 0.01] \times [-z_T/2, z_T/2] \) for \( z_T \in [0.02, 0.04] \).

In any two-dimensional model, assumptions on temperature along certain directions is unavoidable. Since the depth of the tumor beneath the skin has great implication to the complication of the corresponding removal surgery, suppose that one still decides to “discard” the depth in the \( x \)-direction. Using our 3D simulations, see Fig. 3, we show the temperature profiles at two depth below the skin: right at the center of the tumor (\( x = 0.015 \)) and in-between the skin and tumor (\( x = 0.0075 \)). Comparing the results for the same \( z_T \) but different \( x \), it can be expected that 2D simulations and observed skin temperature are rather different.

In [28], we can find a two-dimensional model that keep the depth but “discard” the \( z \)-direction to simulate the cross-section of the tumor. That is, the simulated result is independent of our choice of \( z_T \). In Fig. 4(a) and (b), 2D results are obtained by using the present MAPS and the RBF-MFS method in the literature [28], respectively. We can find that the MAPS results agree well with the RBF-MFS results in the health skin tissue region, and the RBF-MFS results become non-smooth around the tumor region due to introducing error in the interface conditions by using the direct solution of the RBF-MFS matrix. Then in order to make a comparison between 2D and 3D results, we consider two values of \( z_T \) in 3D simulation again. Fig. 4(c)–(f) shows our 3D numerical results restricted to \( z = 0 \) and \( z = -0.025 \), i.e., cross-sections at the center and at an off-center position of the tumor, which cannot be capture by the 2D model. We can find that the 2D results agree somewhat with the present 3D results at the \( (z = 0) \) center of the tumor. When \( z_T = 0.02 \), i.e., a square-shaped tumor, we see a less agreement between the 2D and 3D results.

### 3.3. Example 3. Effect of the tumor geometries

Real tumors are not rectangular. This example investigates the effect of the tumor geometries to the thermal behaviors of the skin tissue. We consider five different geometries\(^1\) with the identical data point density, we use regular data in the parameter space, which yield non-uniformly data points in the tumor domain. See

\(^1\) Geometry 1: \( \Omega_1 = \{(x, y, z)\} \) defined in spherical coordinates with the geometry centre \((0.015, 0, 0)\) by

\[ R(\phi, \psi) = r_1(1 + \frac{1}{4} \sin 7\psi \sin 6\phi) \]

for \( 0 \leq \phi \leq 2\pi, 0 \leq \psi \leq \pi \) and \( r_1 = 0.001 \).

Geometry 2: \( \Omega_2 = \{(x, y, z)\} \) defined in spherical coordinates with \( r_2 = 0.0101411, 0.042, 0.633, 0.749 \).

Geometry 3: \( \Omega_3 \) defined implicitly [31] via the following parametric equation and constant \( r_3 = 0.0060647253 \),

\[
(x + 0.3 \cos \phi \cos \psi - 0.015)^2 + 0.6 \sin \phi \sin \psi - 0.1 \cos \phi \sin \psi - 0.1 \cos \phi \sin \psi + z^2 \leq r_3^2
\]

Geometry 4: \( \Omega_4 = \{(x, y, z)\} \) with \( r_4 = 0.00627254776612 \).

Geometry 5: \( \Omega_5 = \{(x, y, z)\} \) with \( r_5 = 0.005287949073655 \).
Fig. 5 for some schematic demonstrations of data point distributions on the tested geometries.

Fig. 6 depicts numerical results along with the $x$-axis by using the present 3D model with different tumor geometries. Fig. 7 represents our numerical results along with $y$-axis by using the present 3D model with different tumor geometries. It can be observed from Fig. 6 that the hyperboloid tumor (Geometry 5) has the different thermal behaviors with the other geometry-shaped tumors along the perpendicular direction to the skin surface, and the tumor-like tumor (Geometry 1) and the rectangular tumor (Geometry 2) almost have the same thermal behaviors along the perpendicular direction to the skin surface. It can be seen from Fig. 7 different tumor geometries lead to the distinct thermal behaviors of the skin tissue, particularly, in between the tenuous tumors (Geometry 4 and 5) and the rectangular tumor (Geometry 2). Whereas, the asymmetrical tumors (Geometry 1 and 3) produce the tumor-directional thermal behaviors along with $y$-axis.

3.4. Example 4. Effect of the tumor location

This example investigates the effects of the tumor locations on the thermal behaviors of the skin tissue. We consider four stages of
Fig. 5. Configurations of five different tumor geometries in Example 3.

Fig. 6. Numerical results along with x axis by using the present 3D model with different tumor geometries in Example 3.
the tumor with the same volume. Fig. 8 shows the temperature profiles resulting from these four stages. Fig. 9 shows numerical results by using the present 3D model with different tumor locations. It can be observed that the highest temperature appears inside the tumor region or its nearby regions. The stages 1–3 yields similar results, and its temperature distribution tends to gentle from stage 1 to stage 3. However, two well separated small tumors as in stage 4 has a relatively small thermal effect to skin temperature in comparison to the temperature profiles of stages 1–3.

Finally, it should be mentioned that all the numerical simulation in this paper can be done in three minutes via a laptop (Inter Core i5-4200 M 2.50 GHz, 4.00 GB RAM).

4. Conclusions

This paper applies the method of approximate particular solutions (MAPS) to investigate the effect of the arbitrary-shaped tumor on the thermal behavior inside 3D skin tissue. To improve the numerical stability of the employed meshless method, an affine space decomposition technique has been adopted also. The present numerical experiments verify that such a combination yields an easy to implement numerical method that is a competitive alternative for solving the 3D Pennes bioheat equation. The method also provides satisfactory simulations under a variety of tumors’ geometries, i.e., different locations, shapes, and sizes. The tenuous tumors, i.e., ellipsoid and hyperboloid, give very distinct thermal

Fig. 7. Numerical results along with y axis by using the present 3D model with different tumor geometries in Example 3.

Fig. 8. Configurations of four stages of tumor locations in Example 4.

---

2 Stage1 Single sphere $\Omega_1 = \{(x,y,z) : (x - 0.015)^2 + y^2 + z^2 \leq R_1^2\}$ with where $R_1 = 0.008$.
Stage2 Connected spheres $\Omega_2 = \{(x,y,z) : (x - 0.015)^2 + y^2 + (z - 0.075R_2)^2 \leq R_2^2\} \quad R_2 = 0.0064237571121$.
Stage3 Nearby spheres $\Omega_3 = \{(x,y,z) : (x - 0.015)^2 + y^2 + (z + L_z1)^2 \leq R_3^2\}$ with $R_3 = 0.0063495735461$ and $L_z1 = 0.01$.
Stage4 Well separated spheres $\Omega_4 = \{(x,y,z) : (x - 0.015)^2 + y^2 + (z - L_z2)^2 \leq R_4^2\}$ with $R_4 = 0.0063495735461$ and $L_z2 = 0.02$. 

---
behaviors of the skin tissue in comparison to the ones resulting from rectangular tumors. Moreover, asymmetrical tumors, i.e., tumor-like bumpy sphere and bean shaped, produce directional thermal behaviors parallel to the skin surface. Our simulation also verifies that well separated tumors are harder to detect due to the relative minor changes in skin temperature.
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