Topology optimization as a powerful tool to design advanced PEMFCs flow fields
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Abstract

This paper presents a thorough and affordable numerical framework to design the flow field of Proton Exchange Membrane Fuel Cells using topology optimization. No assumption is made about the layout of the channels, which freely evolves along the optimization process, resulting in non-trivial optimized geometries. The optimization problem is formulated to maximize both the power generation and homogeneity of current density distribution, in the spirit of reduced costs and increased durability. The evolution of the flow field geometry is computed with a gradient-based optimizer with gradients of the objective and constraints computed through the discrete adjoint method. At each optimization iteration, the incompressible Navier-Stokes, advection-diffusion, and Butler-Volmer equations are solved with a 2D finite element model that predicts the flow in the channels, transport of chemical species and electrochemical reactions. The 3D transport effects are accounted for in the 2D model through an original depth-averaging procedure. The results of the 2D prediction are verified against a full 3D model calibrated using numerical and experimental results. The developed design framework can be used to identify flow field layouts that outperform current industrial solutions, catch design trends and provide guidelines to technology practitioners. The topology-optimized designs yield significant power generation enhancements, an improved reactant distribution and a reduced pressure drop as compared to conventional flow fields. Increasing the inlet pressure leads to more and more intricate configurations with complex topologies and highly tortuous channels. However, the cell performance is found to be more sensitive to the topology of the flow distributor at low rather than at high inlet pressures. Considering a measure of the current density homogeneity in the optimization objective allows the identification of layouts in which the gas channels concentrate close to the outlets rather than close to the inlet. These design features slightly affect the amount of power generated, suggesting a viable route for future technological development.

© 2019 Elsevier Ltd. All rights reserved.

1. Introduction

Proton Exchange Membrane Fuel Cells (PEMFCs) are electrochemical devices used to directly convert the chemical energy of hydrogen into electricity [1]. They represent an efficient power generation solution for both stationary and moving power systems such as automotive, aerospace and marine vehicles [2–4] because of their high power density, low operating temperature, low weight and fast startups [2,5]. However, their limited durability and high cost are major obstacles to achieve a large scale commercialization [6].

A schematic representation of the cathodic portion of a typical PEMFC is shown in Fig. 1. A graphite Bi-Polar Plate (BPP) lies on a porous Gas Diffusion Layer (GDL), which provides a path for the reactants to the active sites. The BPP serves as an electronic interconnection between contiguous cells and feeds air to the cathode and hydrogen to the anode. This is achieved through channels separated by graphite ribs. At the Polymer Electrolyte Membrane (PEM) interface, a thin Catalyst Layer (CL) is responsible for the recombination of oxygen with protons through a complex variety of electrochemical reactions and mass transfer phenomena. The BPP is a crucial component playing four major roles [7]: (i) it distributes the reactants homogeneously over the reactive sites in such a way that both hot and cold spots are avoided; (ii) it minimizes the pressure drop from the inlet to the outlet to avoid the installation of external blowers, limit parasitic power, cross-
leakages of reactants and mechanical stresses, and control the homogeneous compression of the stack to avoid leaks, underutilization areas, and head management issues [8]; (iii) it facilitates water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects

The design of the channels and ribs was tackled at different levels of complexity, ranging from the definition of the widths and depths to the shape optimization of the channel cross sections and utilization of tapered conduits. The definition of widths was generally considered using a channel-to-rib width ratio:

\[ W = \frac{W_{ch}}{W_{rib}}, \]  

where \( W_{ch} \) and \( W_{rib} \) represent the widths of the channels and ribs, respectively. Kumar and Reddy [5] were among the first to systematically investigate the effect of \( W \) on performance. Their results indicate that there might be an optimum value of \( W \) close to 3. Many other studies were later conducted to assess the effect of this parameter on performance, see e.g. [10–12]. Most of the findings suggest that increasing \( W \) in general leads to a higher ohmic resistance and pressure drop, enhanced reactant distribution and improved water management. As observed by Manso et al. [13], only a limited number of studies focused on the effect of the channel depth, \( H_{bpp} \). Afshari et al. [14] reported increased current densities for smaller depths and suggested to adopt 1 mm deep channels. A recent numerical and experimental study reported in [11] revealed that reduced channel depths and thinner ribs are always beneficial for water management. At low operating voltages, these features prevent the accumulation of water in the GDL through strong under-rib convection. At high operating voltages, water

leakages of reactants and mechanical stresses, and control the homogeneous compression of the stack to avoid leaks, underutilized areas, and head management issues [8]; (iii) it facilitates water transport to avoid flooding; (iv) it provides a low electrical resistance. Hence, the geometry of the plate grooves affects the reactants transport, reactants utilization, reaction rate, and water management [4]. These factors largely influence the fuel cell performance [9]. For this reason, a vast body of literature investigated the effect of various geometrical features of the BPP. Research towards enhancement techniques can be grouped in two categories: design of the channels and ribs and design of the flow fields.

The design of the channels and ribs was tackled at different levels of complexity, ranging from the definition of the widths and depths to the shape optimization of the channel cross sections and utilization of tapered conduits. The definition of widths was generally considered using a channel-to-rib width ratio:

\[ W = \frac{W_{ch}}{W_{rib}}, \]  

where \( W_{ch} \) and \( W_{rib} \) represent the widths of the channels and ribs, respectively. Kumar and Reddy [5] were among the first to systematically investigate the effect of \( W \) on performance. Their results indicate that there might be an optimum value of \( W \) close to 3. Many other studies were later conducted to assess the effect of this parameter on performance, see e.g. [10–12]. Most of the findings suggest that increasing \( W \) in general leads to a higher ohmic resistance and pressure drop, enhanced reactant distribution and improved water management. As observed by Manso et al. [13], only a limited number of studies focused on the effect of the channel depth, \( H_{bpp} \). Afshari et al. [14] reported increased current densities for smaller depths and suggested to adopt 1 mm deep channels. A recent numerical and experimental study reported in [11] revealed that reduced channel depths and thinner ribs are always beneficial for water management. At low operating voltages, these features prevent the accumulation of water in the GDL through strong under-rib convection. At high operating voltages, water
plugs in the channels are eliminated thanks to large streamwise pressure gradients.

All the studies discussed so far considered channels with rectangular cross-sections. Many studies dedicated to the search of alternative channel configurations such as hemispherical, triangular, trapezoidal and stepped cross sections. Ferng and Su [15] observed that designing a proper channel cross-section is crucial for parallel flow fields but yields minor effects in serpentine layouts. The authors of [5] suggested to use triangular and hemispherical channels to obtain the most effective mass distribution over the active sites but did not discuss any issue related to water management. Owejan et al. [16] and later Freire et al. [17] revealed that triangular and trapezoidal channels confine the accumulation of water at the channel angles in contact with GDL, yielding a little impact on the reactant distribution. Zeng et al. [18] used Genetic Algorithm (GA) to conduct a formal shape optimization of trapezoidal channels by varying the width of the bottom and top edges. Their optimized layout features a edge ratio of 1.45 and yields an increase of 8.09% in the output power compared to rectangular channels. The findings of the previous studies highlighted that water management and in turn reactant distribution are more critical in the regions of the cell located close to the outlet section. Building on this observation, many authors in the last decade focused on the design of tapered channels, i.e. with a varying cross-section along the path from the inlet to the outlet. The concept was first investigated numerically by Yan et al. [19] and Liu et al. [20]. The authors reported performance improvements for both width tapering, i.e. channel width increasing along the streamline direction, and height tapering, i.e. channel height decreasing along the streamline direction. Huang et al. [21,22] were the first to use formal shape optimization to optimize the height of the channel in a small portion close to the outlet section. The authors adopted second order B-splines with control points as design parameters. Later, Wang et al. [23] optimized the height of the channels of a serpentine configuration using 5 design variables. Their optimized geometry yields an 11.9% increase to the power generation as compared to a conventional non-tapered configuration. More recently, Mancusi et al. [24] observed a transition from a slug flow regime to a film flow regime at large tapering angles, which may lead to a performance degradation due to the reduced oxygen transport. This suggests that in general it is possible to identify an optimal tapering angle.

The search for optimal flow fields is an active area of research within the fuel cell community, as it is considered more promising than optimal channel design [25]. The most popular flow field configurations encompass parallel, serpentine, interdigitated, mesh, and bio-inspired flow fields [11], as shown schematically in Fig. 2. The serpentine and interdigitated layouts avoid water clogging and allow homogeneous reactant distribution. For these reasons, they have gathered most of the attention from technology practitioners [8]. However, their advantages come at the expense of a large pressure drop between the inlet and the outlet. On the other hand, the parallel flow fields guarantee a minimal pressure drop but are more susceptible to performance degradation due to

![Fig. 1. Representative schematic of the cathodic portion of a PEMFC.](image1)

![Fig. 2. Schematics of the most popular flow field geometries. The channels are indicated in white; the ribs are indicated in black; (a): serpentine; (b): parallel; (c): interdigitated; (d): mesh; (e): bio-inspired.](image2)
flooding [26]. From these fundamental design concepts, research, and technology developed in a number of different directions. Many studies built on the serpentine concept. For instance, a concentric spiral layout used by Monsaf et al. [27] was found to yield an increased mass transfer at a reduced pressure drop. Alizadeh et al. [28] proposed a cascade layout where three serpentine channels with varying geometrical parameters are concatenated. Karthikeyan et al. [29] observed an improved water removal with the addition of porous carbon pins attached to the channels rib surface. Other studies, e.g. [30], reported an increased power density for wavy channels with sinusoidal width or convergent-divergent sections [31]. Fewer studies focused on the improvement of the parallel flow field concept. Imbrioscia and Fasoli [32] designed highly crafted baffles to improve the flow distribution. Lim et al. [8] reported an improved performance with multiple stages of distribution. A sub-channel connecting parallel flow paths for higher water removal was proposed by Wang et al. [11]. The mesh layout can be thought as a special case of the parallel flow field, in which the effect of clogging is reduced at no expenses of additional pressure drop [7]. A mesh-like flow pattern was obtained in Tsai et al. [33] and Huo et al. [34] using a metal foam as a flow distributor. For its Mirai model launched in 2014, Toyota refined the foam concept and developed a revolutionary 3D micro-lattice distributor [35] designed for maximized convective transport and water removal by capillary diffusion. Recently, some bio-inspired flow fields were proposed to mimic the flow distribution systems that are found in nature such as lungs [36] and leaves [37,38]. For a review of developments in this direction, the reader is referred to [7,39].

The presence of a multitude of largely different design concepts for BPPs suggests that current design procedures are inadequate for PEMFC systems. The small number of design parameters considered prevents dramatic design changes. Hence the initial choice of design parameters is crucial for the final geometry. The objective of this paper is to develop and demonstrate a method for the optimal design of flow fields of PEMFCs that requires no a priori consideration of the fuel cell flow field. "can be used as an innovative method to obtain the optimal layout and geometry of the fuel cell flow field". To our best knowledge, only one previous study [44] has applied topology optimization to the design of PEMFC flow field. Although insightful, their study, like the heuristic based designs mentioned above, was limited in the physical phenomena which was included in the optimization. This valuable contribution relies on a simplified electrochemical model that uses a linear reaction rate in a single-component advection-diffusion equation. Design optimization was conducted only with respect to the output power with no explicit account of the current density homogeneity. The uniformity of the current density has important impacts on the performance of PEMFC. Unlike the non-uniform current density distribution that is responsible for thermal stresses of the membrane, leading to both performance and material degradation [7,13] and can result in poor chemical reaction and catalyst utilization and reduced energy efficiency in the cell, the uniform current density distribution can be attributed to more uniform reactant gas and better water distributions [45]. Furthermore, the results presented by [44] suffers from limited resolution and convergence to well-defined manufacturable designs. Given these shortcomings, our work improves and expands upon the work of Kim and Sun [44]. The fluid-dynamic and electrochemical responses are computed with a 2D finite element framework that considers the incompressible Navier-Stokes, Butler-Volmer, and advection-diffusion equations including mixture-averaged diffusion. The 3D transport effects are accounted for in the 2D model through an original depth-averaging procedure, which is verified against the predictions of a full 3D model calibrated using numerical and experimental results. The optimization problem is formulated considering both maximizing the output power and homogenizing the current density, in the spirit of reduced costs and increased durability. The design is evolved through a gradient-based optimizer using design sensitivities computed with the discrete adjoint method. The performance of the developed optimization framework is then evaluated by numerical experiments of interest for technological development.

The remainder of the paper is organized as follows. The physical model of the PEMFCs is described in Section 2. In Section 3, the formulation of the topology optimization problem is outlined. In Section 4, we first calibrate and verify our numerical model; then, we demonstrate the usefulness of the proposed topology optimization framework with selected numerical examples. Insights gained from the results and areas for future research are summarized in Section 5.

2. Physical model

In this section, the theoretical and computational tools developed to compute the fluid-dynamic and electrochemical responses of the PEMFC systems are presented. First, the approach used to reduce the analysis of a three-dimensional problem in a 2D model is introduced. Then, the governing equations that rule the fluid flow, mass transport, and electrochemistry along with the suitable boundary conditions are discussed. Finally, we summarize the spatial discretization and numerical solution methods that we adopted. Although the impacts of liquid water represent an important step to accurately predict the numerical response and the optimized flow field design, this needs to develop a comprehensive numerical model, see for example [46], that describes capillary imbibition, interfacial phenomena, evaporation and condensation. For simplicity, we neglect the impact of liquid water in the current study.

2.1. Depth-averaging

We consider only the cathodic portion of the cell, which is the one showing the highest performance limitations [47]. We aim at finding an optimized layout of rectangular gas channels of height $H_{\text{app}}$ in the BPP. Due to its computational complexity, topology optimization greatly benefits from analyses in a reduced dimensionality. However, choosing a representative plane is not a trivial problem since the 3D transport effects are non-negligible. Considering a plane that crosses the GDL (such as $p_1$ in Fig. 1) does not allow the effect of the flow field geometry to be considered. Choosing plane $p_1$ (Fig. 1) would result in an inaccurate fluid response, as visible in Fig. 3(a). The impermeable graphite ribs filling $\Omega_{\text{rib}}$ would suppress the flow across contiguous channels. However, as shown in Fig. 3(c), mass transport across contiguous channels in 3D is possible thanks to the under-rib flow. For this reason, we use an averaging procedure that is inspired by [48]. Although contact resistance between the BPP and the GDL plays an important role on the performance of the PEMFC [49–51], for simplicity, the impacts of this phenomenon are neglected in the model. Fig. 3(c) shows a schematic representation of the process. We consider two Representative Volume Elements (RVEs) stretched along the z direction so that they span the entire depth of the GDL and BPP. One comprises the channel and GDL, the other comprises the rib and GDL. We aim at obtaining two equivalent two-
dimensional porous media yielding the same transport response of the 3D system. This reduces to the calculation of the equivalent porosity, \( \varepsilon_p \), permeability, \( \kappa \), and species diffusivity, \( D \) for both porous media. Similar to numerical homogenization approaches [52], a formal averaging requires that the size of the RVE is much smaller than the size of the macroscopic domain, \( \Omega_d \). This condition does not hold here as the depth of our RVEs corresponds to the macroscopic dimension. For this reason, we follow a heuristic and simplified treatment according to the conventional engineering practice. Furthermore, the depth-averaged model accounts for convection and diffusion along \( \z \) but neglects out-of-plane transport. Hence, we rely on the assumption that this contribution can be approximated through bulk quantities. The accuracy of the framework will be verified in Sections 4.1 and 4.2. For stratified media with the main transport direction aligned with the strata, we can consider a simple depth-weighted mean of the transport properties [53] \( \langle \cdot \rangle_{\Omega} \). As the porosity is a bulk property, the same approach can be followed for the calculation of \( \varepsilon_p \) [54]. Hence, for all the properties we write:

\[
\langle \cdot \rangle = \left( \frac{\langle \cdot \rangle_{\text{bpp}} H_{\text{bpp}} + \langle \cdot \rangle_{\text{gdl}} H_{\text{gdl}}}{H_{\text{bpp}} + H_{\text{gdl}}} \right) \tag{2}
\]

where \( \langle \cdot \rangle \) indicates a generic averaged property for each of the equivalent porous media, \( H \) denotes the depth along the \( x \)-direction and the subscripts “bpp” and “gdl” denote the BPP and the GDL, respectively. The property of the BPP, \( \langle \cdot \rangle_{\text{bpp}} \), can correspond to the one of the channels, \( \langle \cdot \rangle_{\text{ch}} \), or the one of the rib, \( \langle \cdot \rangle_{\text{rib}} \). In the former case we obtain an averaged property corresponding to a “porous channel”, \( \langle \cdot \rangle_{\text{pc}} \); in the latter case, we obtain an averaged property corresponding to a “porous rib”, \( \langle \cdot \rangle_{\text{pr}} \). This procedure leads to the computational and design domain depicted in Fig. 3(b). It is subdivided into two non-overlapping sub-domains, \( \Omega_{\text{ch}} \) and \( \Omega_{\text{pr}} \), such that \( \Omega_d = \Omega_{\text{ch}} \cup \Omega_{\text{pr}} \), where \( \Omega_{\text{ch}} \) and \( \Omega_{\text{pr}} \) refer to the portions of the design domain occupied by the “porous channel” and the “porous rib”, respectively.

2.2. Governing equations

Considering a steady-state and iso-thermal incompressible flow, the continuity equation in porous media can be written as:

\[
\frac{\partial \nu_i}{\partial x_i} = 0, \tag{3}
\]

where \( \nu_i \) is the superficial velocity and \( x_i \) is the spatial coordinates. The momentum transport along the \( r \)-direction is predicted by:

\[
\frac{1}{\varepsilon_p(\langle \cdot \rangle)} \left( \rho \nu_i \frac{\partial \nu_i}{\partial x_i} \right) = - \frac{\partial p}{\partial x_i} + \frac{1}{\varepsilon_p(\langle \cdot \rangle)} \left( \frac{\partial}{\partial x_i} \left( \mu \frac{\partial \nu_i}{\partial x_j} + \frac{\partial \nu_j}{\partial x_i} \right) \right) + F_{\text{pos}}, \tag{4}
\]

where \( p \) is the relative pressure, \( \varepsilon_p(\langle \cdot \rangle) \) is the design-dependent porosity of the averaged medium, \( \rho \) is the gas density, \( \mu \) is the dynamic viscosity, and \( F_{\text{pos}} \) and \( F_{\text{bi}}(\langle \cdot \rangle) \) are a fixed and design-dependent momentum sink, respectively. The design-dependent
quantities are formulated as a function of \( s \), which is a material indicator field that defines the transition between the properties of the "porous rib" and those of the "porous channels", in such a way to account for geometry changes in the analysis. This field is controlled by the independent optimization variables, \( s \), as described in Section 3. The Poiseuille momentum sink, \( F_{\text{pois}} \), is needed in 2D analyses to account for the out-of-plane velocity gradients as follows [55]:

\[
F_{\text{pois}} = -12 \frac{\mu}{H_{\text{tot}}} v_{t},
\]

where \( H_{\text{tot}} = H_{\text{eff}} + H_{\text{pp}} \) is the depth of the electrode. The design-dependent term, \( F_{\text{b}}(s) \), is a Brinkman sink given by [56]:

\[
F_{\text{b}}(s) = -\alpha_{\text{b}}(s) v_{t},
\]

where \( \alpha_{\text{b}}(s) \) is the design-dependent Brinkman constant [56] that physically corresponds to \( \alpha_{\text{b}} = \mu / k_{\text{p}} \), with \( k_{\text{p}} \) denoting the permeability of the medium. The transport of the chemical species in the cell is modeled through an advection-diffusion-reaction equation:

\[
H_{\text{tot}} \rho K \frac{\partial \psi_{\text{chem}}}{\partial x_{i}} = H_{\text{tot}} \frac{\partial F_{\text{b}}(s)}{\partial x_{i}} + R_{k},
\]

where \( \psi_{\text{chem}} \) is the design-dependent Brinkman diffusion correction, \( M^{m} \) is the average molar mass computed as follows:

\[
M^{m} = \left( \sum_{k=1}^{N_{\text{m}}} \frac{\psi_{\text{chem}}}{M_{k}} \right)^{-1},
\]

and \( D_{\text{m}}^{m} \) is calculated using the mixture-averaged diffusion model given by the Wilke relation [57]:

\[
D_{\text{m}}^{m} = \frac{1 - \psi_{\text{chem}}}{\sum_{k=1}^{N_{\text{m}}} \frac{\psi_{\text{chem}}}{M_{k}}},
\]

where \( N_{\text{m}} \) is the number of chemical species involved and \( D_{\text{m}} \) represents the Maxwell-Stefan diffusivity tensor calculated based on the reference values of binary diffusivities as follows [47]:

\[
D_{ij} = D_{ij}^{\text{ref}} \left( \frac{P_{\text{ref}}}{p} \right)^{1.75} \left( \frac{T}{T_{\text{ref}}} \right)^{1.75},
\]

with \( p = P_{\text{ref}} \).

The reaction term in Eq. (7) is written as:

\[
R_{k} = M_{\text{chem}} v_{\text{chem}} \frac{v_{\text{chem}}}{n_{\text{chem}}},
\]

where \( M_{\text{chem}} \) is the molar mass, \( v_{\text{chem}} \) is the stoichiometric coefficient of the reaction, \( n_{\text{chem}} \) is the number of participating electrons, and \( F \) is the Faraday constant. The local current density, \( i_{\text{loc}} \), is calculated through the Butler-Volmer equation [47]:

\[
i_{\text{loc}} = i_{0} \frac{C_{\text{chem}}}{C_{\text{chem}}} \left( \exp \left( \frac{\gamma_{\text{chem}} F n_{\text{elec}}}{R T} \right) - \exp \left( \frac{1 - \gamma_{\text{chem}} F n_{\text{elec}}}{R T} \right) \right),
\]

where \( \gamma_{\text{chem}} \) is the cathodic charge transfer coefficient, \( T \) is the cell temperature, \( R_{g} \) is the universal gas constant, \( C_{\text{chem}} \) is the oxygen molar concentration and \( C_{\text{chem}} \) its reference value, \( i_{0} \) is the exchange current density referred to the geometric area of the PEM, and \( n_{\text{elec}} \) is the cathode overpotential. Predicting the electrochemical response by (14) carries the assumption that the concentration of protons, electrons, and water does not limit the reaction rate [61]. The cathode overpotential is calculated as follows [62]:

\[
\eta_{\text{elec}} = V_{\text{cell}} - V_{\text{chem}} - R_{\text{chem}},
\]

where \( V_{\text{cell}} \) is the open-circuit voltage, \( V_{\text{chem}} \) is the prescribed operating voltage of the cell, and \( R_{\text{chem}} \) is the Ohmic resistance accounting for charge transport through the membrane and both the electrodes. The boundary conditions and characteristic dimensions of the considered domain are summarized in Fig. 4. We prescribe a fully developed flow at \( \Gamma_{\text{out}} \) and a symmetry boundary condition along \( \Gamma_{\text{sym}} \) such that:

\[
- \frac{\partial \psi_{\text{chem}}}{\partial n_{n}} = 0 \quad \text{on} \quad \Gamma_{\text{out}} \cup \Gamma_{\text{sym}},
\]

where \( n_{n} \) is the outward-pointing normal. The chemical composition of the mixture at the inlet section is known such that:

\[
\psi_{\text{chem}} = \psi_{\text{ref}} \quad \text{on} \quad \Gamma_{\text{in}},
\]

where \( \psi_{\text{ref}} \) is the prescribed mass fraction at the inlet. A no-slip condition is prescribed on the sealing gasket wall. Due to symmetry, only non-penetration is prescribed along the symmetry axis such that:

\[
v_{l} = 0 \quad \text{on} \quad \Gamma_{\text{sym}}.
\]

where \( \Gamma_{\text{sym}} = \Gamma_{\text{tot}} / (\Gamma_{\text{sym}} \cup \Gamma_{\text{in}} \cup \Gamma_{\text{out}}) \) with \( \Gamma_{\text{tot}} \) representing all the boundaries of the design domain. For our design optimization stud-

<table>
<thead>
<tr>
<th>Table 1</th>
<th>Relevant physical parameters and properties of the PEMFC model.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Description</td>
<td>Symbol</td>
</tr>
<tr>
<td>Number of chemical species</td>
<td>( n_{c} )</td>
</tr>
<tr>
<td>Number of participating electrons</td>
<td>( n_{e} )</td>
</tr>
<tr>
<td>Molar mass of ( \text{H}_{2} \text{O} )</td>
<td>( \text{M}<em>{\text{H}</em>{2} \text{O}} )</td>
</tr>
<tr>
<td>Molar mass of ( \text{N}_{2} )</td>
<td>( \text{M}<em>{\text{N}</em>{2}} )</td>
</tr>
<tr>
<td>Molar mass of ( \text{O}_{2} )</td>
<td>( \text{M}<em>{\text{O}</em>{2}} )</td>
</tr>
<tr>
<td>Stoichiometric coefficient of ( \text{H}_{2} \text{O} )</td>
<td>( \gamma_{\text{H}_{2} \text{O}} )</td>
</tr>
<tr>
<td>Stoichiometric coefficient of ( \text{N}_{2} )</td>
<td>( \gamma_{\text{N}_{2}} )</td>
</tr>
<tr>
<td>Stoichiometric coefficient of ( \text{O}_{2} )</td>
<td>( \gamma_{\text{O}_{2}} )</td>
</tr>
<tr>
<td>Universal gas constant</td>
<td>( R )</td>
</tr>
<tr>
<td>Faraday constant</td>
<td>( F )</td>
</tr>
<tr>
<td>Reference pressure</td>
<td>( p_{\text{ref}} )</td>
</tr>
<tr>
<td>Reference temperature</td>
<td>( T_{\text{ref}} )</td>
</tr>
<tr>
<td>Oxygen diffusivity in water</td>
<td>( D_{\text{O}<em>{2} \text{H}</em>{2} \text{O}} )</td>
</tr>
<tr>
<td>Nitrogen diffusivity in water</td>
<td>( D_{\text{N}<em>{2} \text{H}</em>{2} \text{O}} )</td>
</tr>
<tr>
<td>Oxygen diffusivity in nitrogen</td>
<td>( D_{\text{O}<em>{2} \text{N}</em>{2}} )</td>
</tr>
</tbody>
</table>
ies, a normal stress condition augmented with a nil tangential velocity condition is prescribed at the inlet as follows:
\[ n_i \sigma_{ij} n_j = F_m \quad \text{on} \quad \Gamma_m, \tag{20} \]
where \( F_m \) is the prescribed inlet pressure and \( t_i \) is a unit vector tangent to the boundary. Note that Eq. (20) well approximates an inlet pressure condition for low-viscosity fluids. For our calibration and verification studies, we also consider an alternative inlet condition with fixed flow rate:
\[ \nu_i n_i = \frac{V_m}{H_{in} W_{in}} \quad \text{on} \quad \Gamma_m, \tag{22} \]
where \( V_m \) is the inlet volumetric flow rate. Condition (22) is augmented with the nil tangential velocity constraint (21). Vanishing normal and tangential stresses are prescribed at the outlet such that:
\[ \sigma_{ij} n_j = 0 \quad \text{on} \quad \Gamma_{out}. \tag{23} \]

2.3. Numerical solution

The numerical experiments presented in this paper are performed with COMSOL Multiphysics® [63]. The governing Eqs. (3), (4) and (7) are discretized in space using a mixed finite element model with four-node quadrilateral elements in 2D and tetrahedral elements in 3D. The velocity, pressure, and mass fractions are approximated by bilinear equal-order interpolations. Using equal-order approximation functions for the velocity and pressure does not satisfy the Babuska-Brezzi condition and leads to spurious oscillations in the pressure field [64]. Furthermore, high Peclet numbers and sharp crosswind gradients may result in overshoots and undershoots in the concentration field, leading to an unphysical response [65]. To prevent these numerical instabilities, the residuals of the weak form of the governing equations are augmented with consistent stabilization terms corresponding to Galerkin Least Squares (GLS) [66] and Cross-Wind Diffusion (CWD) [67]. For numerical analysis, the non-linear system of equations is solved with a damped Newton’s method with the damping coefficient set to 0.7. The discretized nonlinear problem is considered converged if the absolute residual norm drops below \( 10^{-7} \). The linear systems of equations arising at each Newton’s iteration are solved with the MUltifrontal Massively Parallel sparse direct Solver (MUMPS) [68].

3. Topology optimization

In this section, we introduce the formulation of the topology optimization problem adopted for the design of the PEMFC flow fields. First, we present the topology optimization strategy used to describe the flow field geometry. Then, we define and discuss the objective and constraints. Last, we provide details related to the regularization scheme and numerical solution procedure used.

3.1. Flow field geometry description

In this paper, the layout of the flow field is controlled along the optimization process using a density-based topology optimization method [69]. The design-dependent properties depend on the material indicator field, \( s \), in such a way that:
\[
\{ 0, f_D(s), \epsilon(s) \} = \begin{cases}
0, f_D = \epsilon = 0 & \text{if } \hat{s} = 1, \\
\{ 0, f_D = \epsilon \} & \text{if } \hat{s} = 0.
\end{cases} \tag{24}
\]
Eq. (24) implies that \( s(x) = 1 \) denotes the “porous channel” portion of the design domain, i.e. \( x \in Q_{pc} \), and \( s(x) = 0 \) denotes the “porous rib” portion of the design domain, i.e. \( x \in Q_{pr} \) (Fig. 3(b)).

In density-based topology optimization, a continuous transition from the “porous rib” to the “porous channel” is allowed. This transforms a binary optimization problem, \( s \in \{ 0, 1 \} \), into a continuous one, \( s \in [0, 1) \), simplifying the computation of the gradients and rendering the optimization process more efficient [70]. The interpolation laws of the design-dependent properties should be formulated in such a way to make the intermediate non-physical material, i.e. with \( s \in (0, 1) \), inefficient such that a binary \( \{ 0, 1 \} \) layout is obtained in the optimized configuration. The Brinkman constant, \( \alpha_b \), is interpolated as follows [71,72]:
\[
\alpha_b(s) = \alpha_{\text{min}} + (\alpha_{\text{max}} - \alpha_{\text{min}}) \frac{1 - s}{1 + q_s s},
\tag{25}
\]
where \( q_s \) is a convexity factor used to control the shape of the interpolation function at intermediate values of \( s \), \( \alpha_{\text{max}} \) and \( \alpha_{\text{min}} \) are the maximum and minimum values of \( \alpha_b \), which serves for the purpose of recovering a porous media flow in the “porous rib” and “porous channel” portion of the design domain, respectively. These parameters are calculated as follows:
\[
\alpha_{\text{max}} = \alpha_{\text{pr}} = \frac{\mu}{K_{\text{pr}}},
\tag{26}
\]
\[
\alpha_{\text{min}} = \alpha_{\text{pc}} = \frac{\mu}{K_{\text{pc}}},
\tag{27}
\]
where \( K_{\text{pr}} \) and \( K_{\text{pc}} \) are the equivalent permeabilities of the “porous rib” and “porous channel” calculated using (2). Since \( K_{\text{pc}} = \infty \), we would recover \( \alpha_{\text{min}} = \alpha_{\text{pc}} = 0 \) in the “porous channel”. The design-dependent diffusivity correction, \( f_D \), is interpolated using the Solid Isotropic Material with Penalization (SIMP) method:
\[
f_D(s) = f_D^{\text{pc}} + (f_D^{\text{pr}} - f_D^{\text{pc}}) s^p,
\tag{28}
\]
where \( p \) is the SIMP exponent, \( f_{\text{Drib}} \) is the diffusivity correction factor of the “porous rib”, and \( f_{\text{Dgdl}} \) is the diffusivity correction factor of the “porous channel”. These quantities are computed using the averaging law (2). The diffusivity factor in the GDL, \( f_{\text{Dgdl}} \), is obtained from its porosity through the Bruggeman approximation [47]:

\[
f_{\text{Dgdl}} = \frac{\bar{\epsilon}^{2 / 2}}{\bar{\epsilon}^{2} + \epsilon_{\text{Drib}}^{2}}.
\]

The porosity is interpolated linearly as follows:

\[
\bar{\epsilon}(\bar{s}) = \bar{\epsilon}_{\text{Drib}} + (\bar{\epsilon}_{\text{Drib}} - \bar{\epsilon}_{\text{Drib}}) \bar{s},
\]

where \( \bar{\epsilon}_{\text{Drib}} \) and \( \bar{\epsilon}_{\text{Drib}} \) are the equivalent porosities of the “porous rib” and the “porous channel”, respectively, calculated using (2).

3.2. Objectives and constraints

We aim at distributing the reactant over the active sites in such a way that the most homogeneous current density field is created and the highest power generation is obtained at a limited pressure drop. We consider two optimization criteria: the standard deviation of the current density distribution, \( \theta_{\text{loc}} \), and the power output of the cell. The former is computed as follows:

\[
\theta_{\text{loc}} = \frac{\int_{\Omega_{\text{cell}}} (\ln \bar{\epsilon}_{\text{loc}} - \ln \bar{\epsilon}_{\text{loc}})^{2} \, dx}{\int_{\Omega_{\text{cell}}} dx},
\]

with the average current density computed as follows:

\[
\bar{i}_{\text{loc}} = \frac{\int_{\Omega_{\text{cell}}} \bar{\epsilon}_{\text{loc}} \, dx}{\int_{\Omega_{\text{cell}}} dx}.
\]

We formulate the multi-objective optimization problem using a penalty method as follows:

\[
\text{minimize } \frac{w_{\theta}}{\partial \theta_{\text{loc}}} \theta_{\text{loc}} - \frac{w_{p}}{\partial \theta_{\text{loc}}} \int_{\Omega_{\text{cell}}} V_{\text{cell}} \cdot \bar{i}_{\text{loc}} \, dx
\]

subject to \( \int_{\Omega_{\text{cell}}} \bar{s} \, dx \leq V^{*} \)

\[s \in S = \{ \mathbb{R}^{N_{e}} | s_{\text{min}} \leq s_{i} \leq s_{\text{max}}, \ i = 1, \ldots, N_{e} \},\]

where \( s \) is a vector collecting all the \( N_{e} \) independent design variables, \( w_{\theta} \) is the weighting factor for the standard deviation of the current density, \( \theta_{\text{loc}} \) is the initial standard deviation of the current density, \( w_{p} \) is the weighting factor for the generated power, and \( V^{*} \) is the initial measure of the generated power. It should be noted that the maximization of the power requires a negative sign for the second term of the objective. The volume constraint prescribes that the total volume occupied by the “porous channels” (Fig. 3(c)) is less than a prescribed value, \( V^{*} \). This avoids the trivial solution of having the entire design domain filled with “porous channel” material. Each design variable, \( s_{i} \), is bounded with \( s_{\text{min}} \) and \( s_{\text{max}} \) set to magnitudes of zero and one, respectively.

3.3. Sensitivity analysis

The gradient-based optimization algorithm used in this paper relies on the gradients of the objective and constraints to drive the evolution of the flow field layout. In multi-physics topology optimization problems, the computational complexities of the sensitivities can be dramatically increased due to a large number of design-dependent physical variables. To provide a comprehensive sensitivity analysis with respect to the independent design variables, we adopt the discrete adjoint method. The sensitivity of a criterion, \( c \), the objective or a constraint, with respect to a design variable, \( s_{i} \), can be written as:

\[
\frac{dc}{ds_{i}} = \frac{\partial c}{\partial s_{i}} + \frac{\partial c}{\partial u} \frac{du}{ds_{i}}.
\]

where \( u \) denotes the vector of unknown state variables that collects all the degrees of freedom of the discretized physical model. The total derivative of the state variables with respect to a design variable, \( du/ds_{i} \), is computed from the total derivative of the converged residual equations as follows:

\[
\frac{dR}{ds_{i}} = \frac{\partial R}{\partial s_{i}} + \frac{\partial R}{\partial u} \frac{du}{ds_{i}} = 0,
\]

where \( R \) indicates the vector of residual equations that collect the weak form of the state equations given in (3), (4) and (7). From Eq. (35), substituting the expression for \( du/ds_{i} \) into (34) yields:

\[
\frac{dc}{ds_{i}} = \frac{\partial c}{\partial s_{i}} + \hat{l}^{T} \frac{\partial R}{\partial u}.
\]

where \( \hat{l} \) is a vector of adjoint variables computed by solving the following adjoint problem:

\[
\left( \frac{\partial R}{\partial u} \right)^{T} \hat{l} = -\left( \frac{\partial c}{\partial u} \right)^{T}.
\]

3.4. Regularization

Using the independent design variable field, \( s \), as the material indicator field to describe the geometry and interpolate the physical properties (Section 3.1) may result in numerical instabilities such as checkerboards and mesh-dependence of the optimized layouts. For this reason, several regularization approaches were proposed in the topology optimization community [73]. Among the possible options, filtering is no-doubt the most popular one as it solves both the above mentioned issues [73]. However, this operator blurs the boundary descriptions of the geometry, creating regions with the non-physical intermediate material, that does not disappear during the optimization process [74]. To reduce the inaccuracies introduced by filtering in the mechanical model, we adopt the Heaviside Projection Method (HPM) [75]. In the HPM, the filtered design variables are projected onto the finite element space by a regularized Heaviside function [75]. The filtering-plus-projection regularization approach consists of two steps and relies on three different fields. The independent nodal design variables field, \( s \), is first mapped onto an element-wise constant filtered field, \( \bar{s}^{e}(s) \), using the following linear filtering scheme:

\[
\bar{s}^{e}(s) = \left( \sum_{j=1}^{N_{e}} \omega_{j} \right)^{-1} \sum_{j=1}^{N_{e}} \omega_{j} s_{j},
\]

where \( \Omega_{se} \) is the circular domain with radius \( r_{\text{max}} \) that is centered in the element centroid \( x^{e} \) and \( \omega_{j} \) is the filter weight calculated as follows:

\[
\bar{s}_{j} = \begin{cases} r_{\text{min}} - ||x^{e} - x^{j}|| & \text{if } x^{j} \in \Omega_{se} \vspace{1em} \text{otherwise} \end{cases}
\]

where \( r^{j} \) is the position of node \( j \). The elemental indicator field responsible for the geometry description, \( \bar{s}^{e} \), is then related to the filtered design variables, \( \bar{s}^{e}(s) \), as follows:

\[
\bar{s}^{e}(\bar{s}^{e}(s)) = 1 - e^{-\beta \bar{s}^{e}(s)} - \frac{\bar{s}^{e}(s)}{s_{\text{max}}} e^{-\beta s_{\text{max}}},
\]

where \( \beta \geq 0 \) dictates the curvature of the projection that approaches the Heaviside function as \( \beta \rightarrow \infty \) [75]. This regularization approach guarantees a minimum length scale of the “porous channels” [75].
3.5. Algorithmic summary of optimization problem

The optimization problems presented in this paper are solved using COMSOL solvers linked with the Globally Convergent Method of Moving Asymptotes (GCMMA) optimizer [76] executed in MATLAB via LiveLink™ for MATLAB [63]. At each optimization iteration, the physical response of the system is computed using the numerical framework described in Section 2. The most relevant GCMMA parameters are summarized in Table 2. To discourage oscillatory behaviors for a large curvature of the regularization, $\beta$, the position of the initial asymptotes is modified using the formulation proposed by [77]. A continuation on the convexity factors, $\alpha$, is used to ensure a smooth evolution of the design and a stable convergence to satisfactory solutions. These parameters are modified during the optimization convergence as following:

$$p = \{1; 2; 3; 5\} \quad q_a = \{10^4; 10^3; 10^2; 10^1\}.$$

The projection steepness parameter is kept constant at $\beta = 50$. The transition to the next continuation step is performed every 60 iterations. The optimization procedure ends when all the continuation steps are completed and the convergence of the optimization process is verified after the final continuation step. The optimization problem is considered converged if the relative change of the objective function is less than $10^{-6}$ and the volume constraint is satisfied. We note that the continuation trajectories should be chosen carefully to avoid a strong imbalance between convective and diffusive transport at all continuation steps. For inlet pressures higher than $F_m > 4$ Pa, we observed that strategy (41) leads to oscillations in the objective history; for $F_m > 20$ Pa we also obtained unsatisfactory local minima. Skipping the first continuation step fixed the issue, yielding both a stable convergence and solutions with superior performance. For this reason, for all design studies with $F_m > 4$ Pa presented in Section 4, only the last three continuation steps are considered.

4. Results and discussion

In this section, we present and discuss the numerical results and design trends. Unless otherwise stated, for all the numerical results and optimized designs presented in the remainder of the paper, only half of the domain is considered as shown in Fig. 4. First, we calibrate a 3D physical model to a real system and verify the accuracy of our depth-averaging procedure by comparing 2D and 3D predictions. Then, we consider a reference design case with $F_m = 5$ Pa and compare its performance with conventional flow field layouts. Last, we investigate the effect of the inlet pressure and the weighting factor of the standard deviation of the current density on the performance of optimized designs of the PEMFC.

### Table 2

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative step size</td>
<td>$\Delta s$</td>
<td>0.01</td>
</tr>
<tr>
<td>Maximum inner iterations</td>
<td>$N_{in}$</td>
<td>2</td>
</tr>
<tr>
<td>Initial asymptote position parameter</td>
<td>$\sigma_{g_{\text{initial}}}$</td>
<td>0.5</td>
</tr>
<tr>
<td>Lower asymptote adaptivity</td>
<td>$\alpha_-$</td>
<td>0.7</td>
</tr>
<tr>
<td>Upper asymptote adaptivity</td>
<td>$\alpha_+$</td>
<td>1.43</td>
</tr>
<tr>
<td>Constraint penalty</td>
<td>$c_i$</td>
<td>1000</td>
</tr>
<tr>
<td>GCMMA parameter</td>
<td>$d_i$</td>
<td>0</td>
</tr>
<tr>
<td>GCMMA parameter</td>
<td>$a_i$</td>
<td>0</td>
</tr>
<tr>
<td>GCMMA parameter</td>
<td>$q_a$</td>
<td>1</td>
</tr>
<tr>
<td>Minimum conservativeness parameter</td>
<td>$\rho_{\text{min}}$</td>
<td>$1 \times 10^{-5}$</td>
</tr>
</tbody>
</table>

4.1. Calibration and verification of the analysis model

For calibration and verification purposes, we consider the PEMFC system investigated by [78]. It consists of a serpentine flow field with seven channels as shown in Fig. 5. The relevant parameters and properties are summarized in Tables 1 and 3.

The governing equations and boundary conditions presented in Section 2.2 are used to describe the fluid flow, mass transport, and electrochemistry in the 3D model. The system is fed by a mixture of oxygen and water using a fixed flow rate. Hence, we set $n_i = 2$ and the velocity inlet boundary condition according to (22). Also, it is not possible to exploit symmetry in this numerical example, i.e. $\Gamma_{\text{sym}} = \emptyset$. We developed both a full 3D model and a reduced 2D model with properties computed through the averaging procedure described in Section 2.1. The 3D and 2D computational domains are meshed using free tetrahedral and free quadrilateral elements with characteristic size $\Delta h = 2.7$ mm. This value is selected after a convergence study on the outlet oxygen flow rate obtained with $V_{\text{cell}} = 0.4$ V by comparing against the predictions computed on a reference mesh with $\Delta h = 1.8$ mm. The results are summarized in Table 4. For the 3D numerical study, the characteristic mesh in the GDL is computed as $\Delta h_{\text{GDL}} = \max(\Delta h/25, h_{\text{GDL}})$. In [78], the electrochemistry at the anode was modeled using the Butler-Volmer equation and at cathode using a simplified Tafel equation [61]. To calibrate the model, the authors fitted the exchange current density to their experimental results. As our framework does not consider electrochemistry at the anode, we re-calibrate the exchange current density to their numerical results using a least-square fitting. For this process, we neglect the effect of the reactants concentration in (14). The computed value is $I_0 = 0.17$ A/m². The polarization curves obtained using a full 3D and our reduced 2D analysis frameworks are compared to the numerical and experimental results given in [78] as shown in Fig. 6. This trend is obtained by sweeping the operating voltage of the cell, $V_{\text{cell}}$, in 10 steps from 0.2 V to 0.9 V and comparing the average current density over the active area. Our 3D framework yields a mean relative deviation from the experimental and numerical results of 11.53% and 3.03%, respectively. Most of the error is observed at $V_{\text{cell}} \geq 0.7$ V, which is far from the practical operating conditions of the cell targeting a peak power generation ($V_{\text{cell}} \sim 0.4$ V). For 0.3 V $\leq V_{\text{cell}} \leq 0.5$ V, we observe a satisfactory match between our 3D model and the numerical and experimental results of [78]. This indicates that our calibrated model is able to predict the electrochemical response of a real cell with sufficient accuracy in practical operating conditions. The polarization curve obtained using the 2D model closely approximates the one obtained in 3D. Although at low operating voltages we observe a slight overestimation of the generated current, we report a mean relative deviation of 0.65%. This suggests that the oxygen distribution fields computed through the 2D and the 3D frameworks are comparable. Similarly to the results of [78], the polarization curve shows large activation losses at the low currents, caused by the slow reaction kinetics on the electrode surface. At higher current densities, ohmic polarization losses dominate. Since the cell resistance is constant, the polarization curve shows a linear trend. We also note the absence of mass transport losses at very high current densities. We believe the mass transport loss happens far away, at high current density. Due to the use of pure oxygen or ignoring the water transport phenomenon, our single-phase flow model cannot capture this phenomenon.

The most relevant state variables fields obtained using the 2D and 3D frameworks are qualitatively compared in Fig. 7 and Fig. 9, for $V_{\text{cell}} = 0.4$ V. In 3D, we show the velocities and pressure distributions over two planes. In the portion of the domain occupied by the ribs, we consider plane $\pi_3$ (Fig. 1) located at half-depth of...
In the portion of the domain occupied by the channels, we consider plane \( p_1 \) located at half-depth of the BPP (Fig. 1). The velocity fields are compared in Fig. 7(a). The prediction of our 2D framework qualitatively matches those of the 3D model. The ratio between maximum velocities in 2D and 3D is 67.9%, approximating the theoretical ratio of average-to-maximum velocity in plane Poiseuille flow of 66.6%, in agreement with Eq. (5). Note that the 3D framework predicts velocity reductions after U-bends that are not captured in 2D. Similar trends in 2D and 3D are observed also for the pressure field shown in Fig. 7(b). The pressure diminishes gradually along the path from the inlet to the outlet. However, our 2D framework underestimates the pressure drop by 16.5%. To assess how this difference can affect our fluid-dynamic predictions, we compute the characteristic curve of the cell by sweeping the inlet flow rate, \( V_{in} \), from 10% to 150% of the design case. The results are shown in Fig. 8. The 3D model returns a super-linear pressure drop to flow rate relation. This trend is not reproducible in 2D under plane Poiseuille assumptions. We obtain a nearly linear relation using our 2D model. As the flow is laminar in the range of Reynolds number \( 8.7 \leq Re \leq 130.5 \), we hypothesize that the super-linear drag is connected to geometry features that invalidate the fully-developed flow assumption, such as U-bends. Recall that we observed sudden velocity reductions in Fig. 7(a). To confirm this speculation, we compute the pressure drop over a single channel (the one connected to the inlet) and multiply the result by the number of channels to allow for comparisons. The 3D single-channel pressure drops closely match the 2D predictions. A high-fidelity 2D modeling of the 3D dynamics in serpentine flow fields would require the introduction of a quadratic Forchheimer drag

Table 3
Material properties and model parameters adopted from [78].

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane length</td>
<td>( L )</td>
<td>2.236 \times 10^{-2}</td>
<td>m</td>
</tr>
<tr>
<td>Channel width</td>
<td>( W_{ch} )</td>
<td>1.8 \times 10^{-3}</td>
<td>m</td>
</tr>
<tr>
<td>Channel depth</td>
<td>( H_{ch} )</td>
<td>1.8 \times 10^{-3}</td>
<td>m</td>
</tr>
<tr>
<td>GDL depth</td>
<td>( H_{gdl} )</td>
<td>0.2 \times 10^{-3}</td>
<td>m</td>
</tr>
<tr>
<td>Open-circuit voltage</td>
<td>( V_{OC} )</td>
<td>1.22</td>
<td>V</td>
</tr>
<tr>
<td>Cell voltage</td>
<td>( V_{cell} )</td>
<td>0.40</td>
<td>V</td>
</tr>
<tr>
<td>Ohmic resistance</td>
<td>( R_o )</td>
<td>7 \times 10^{-5}</td>
<td>( \Omega ) m²</td>
</tr>
<tr>
<td>Cell temperature</td>
<td>( T )</td>
<td>343.15</td>
<td>K</td>
</tr>
<tr>
<td>Oxygen reference concentration</td>
<td>( C_{O_{2_{ref}}} )</td>
<td>30</td>
<td>mol/m³</td>
</tr>
<tr>
<td>Inlet flow rate</td>
<td>( V_{in} )</td>
<td>2 \times 10^{-6}</td>
<td>m³/s</td>
</tr>
<tr>
<td>Cathodic transfer coefficient</td>
<td>( \alpha_c )</td>
<td>0.5</td>
<td>–</td>
</tr>
<tr>
<td>Porosity of the GDL</td>
<td>( \epsilon_{GDL} )</td>
<td>0.8</td>
<td>–</td>
</tr>
<tr>
<td>Inlet water mass fraction</td>
<td>( \rho_{H_2O_{in}} )</td>
<td>0.1</td>
<td>–</td>
</tr>
<tr>
<td>Inlet oxygen mass fraction</td>
<td>( \rho_{O_2_{in}} )</td>
<td>0.9</td>
<td>–</td>
</tr>
<tr>
<td>Dynamic viscosity</td>
<td>( \mu )</td>
<td>2.07 \times 10^{-5}</td>
<td>Pa s</td>
</tr>
<tr>
<td>Gas density</td>
<td>( \rho )</td>
<td>1.0</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Exchange current density</td>
<td>( i_0 )</td>
<td>0.17</td>
<td>A/m²</td>
</tr>
<tr>
<td>Permeability of the GDL</td>
<td>( k_{GDL} )</td>
<td>1.38 \times 10^{-11}</td>
<td>m²</td>
</tr>
</tbody>
</table>

Table 4
Mesh convergence verification. The deviation is calculated with respect to a reference case with \( \Delta h = 1.8 \) mm.

<table>
<thead>
<tr>
<th>Mesh size ( \Delta h ) [mm]</th>
<th>2D deviation [%]</th>
<th>3D deviation [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>7.2</td>
<td>5.68</td>
<td>4.50</td>
</tr>
<tr>
<td>4.5</td>
<td>1.97</td>
<td>0.74</td>
</tr>
<tr>
<td>2.7</td>
<td>0.64</td>
<td>0.27</td>
</tr>
</tbody>
</table>
However, this term is highly geometry-dependent and hardly fits within an inverse design framework.

The oxygen mass fraction fields computed with the two frameworks for the serpentine geometry are compared in Fig. 9(a). In this case, 3D results are shown at the interface between GDL and catalyst, as these concentrations directly appear in the electrochemical model (14). We observe that the 2D and 3D predictions are qualitatively similar. The oxygen concentrates mainly along the channels. Local minima are visible in correspondence of the ribs since the limited convection and diffusion lead to a higher reactant depletion. The 3D model predicts a minimum oxygen fraction in a region close to the outlet. Due to our depth-averaging procedure, this value is overestimated in the 2D model, leading to a higher current density generation. However, these results suggest that the 2D model is able to clearly represent the effect of the channel topology on the electrochemical kinetics of the cell. Hence, we consider the accuracy sufficient for this demonstrative study. To test whether this conclusion is affected by the channel layout, we modified the serpentine geometry to obtain a parallel flow field, which was then analyzed using both our 2D and 3D frameworks. The oxygen mass fraction fields obtained are shown in Fig. 9(b) and confirm the trends identified for the serpentine layout. Note that for $x_{O_2} = 0.72$ we have $x_{H_2O} = 0.28$, which is higher than the mass fraction that would be expected from a fully saturated oxygen stream at 343 K, questioning the validity of a single-phase model. The comparison with experimental results presented in [78] suggests that the single-phase assumption yields accurate results for the system considered.

4.2. Reference design

In this section, we present the design optimization results obtained for a reference case with $F_m = 5$ Pa and $V_{cell} = 0.4$ V and compare its performance with conventional flow field layouts. The relevant model and optimization parameters of the reference design are given in Table 5. The device is fed with air with $\omega_{O_2} = 0.228$, $\omega_{H_2O} = 0.023$ and $\omega_{N_2} = 0.749$ [80]. Note that using an electrochemical model fitted for a mixture of oxygen and water (as obtained in Section 4.1) to predict the electrochem-
ties are adopted from the model based parameters given in Table 1 parallel geometry. For the sake of this work, we consider this assumption valid. The maximum volume of "porous channel" material, \( V_{\text{cell}} \), is set to 50% of the total. The other model and material properties are adopted from the model based parameters given in Table 1 and the verification study presented in Section 4.1. However, the channel and GDL depths are modified to produce all the topology optimization results. Since our analysis framework does not account for either flooding or dehydration, there is a chance that the optimized designs will not perform as expected. There is evidence that adopting small channel depths simplifies water management regardless of the flow field layout [11, 14]. For this reason, we choose the configuration adopted in [80], where \( H_{\text{GDL}} = 0.38 \text{ mm} \) and \( H_{\text{as}} = 1.00 \text{ mm} \). Note that water management is seldom an issue at higher temperatures [81]. Hence, the design results and trends presented hereafter apply to a high-temperature PEMFCs with little risk of bias due to physics reduction.

The objective history along with snapshots of the projected design variable field at selected design iterations are shown in Fig. 10. For all the designs presented in the remainder of the paper, we will adopt the colorbar presented in Fig. 10. The jumps in the objective history correspond to the transitions between the continuation steps. The initial design (Fig. 10(a)) corresponds to a homogeneous material indicator field with \( s = 0.5 \). Within the first continuation step, the "porous rib" material is retrieved from the regions close to the inlet and outlets and aggregated in two central areas. Four wide "porous channels" start to appear at iteration 20 (Fig. 10(b)), which then evolve into Y-shaped channel connections at iteration 60 (Fig. 10(c)). Some regions with intermediate \( s \) values are still present at the end of the first continuation step due to the moderate penalization of both the diffusive and advective transport. At iteration 100, as shown in Fig. 10(d), the design converges to a binary \{0; 1\} layout since a stronger penalization is applied on the intermediate \( s \) values. From this point onward, limited objective and layout modifications are observed. The final optimized design after 180 iterations is shown in Fig. 11(a). The volume constraint is active in the optimized design, meaning that 50% of the design domain, \( \Omega_{p} \), is occupied by the "porous channel" material. The optimized geometry shows features pertaining to different design concepts presented in Section 1. As in the parallel configuration, our optimized layout presents the inlet and outlet headers that are connected by a number of alternative paths. The intricate groove of flow channels somehow recalls the layout of the mesh flow fields. Furthermore, the width tapering of the main vertical channels and the inclination angle of the diagonal connections make it similar to the bio-inspired geometry proposed by [82] and schematically shown in Fig. 2(e). For this design optimization case, the need for the last continuation step could be questioned. However, this last step is essential to ensure convergence to binary \{0; 1\} designs at higher \( F_{\text{in}} \) values, as considered in the next section.

![Fig. 9. Comparison of oxygen mass fraction fields. (a): Serpentine geometry; (b): parallel geometry.](image)

Table 5 Relevant model and optimization parameters of the PEMFC reference design.

<table>
<thead>
<tr>
<th>Description</th>
<th>Symbol</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Membrane length</td>
<td>( L )</td>
<td>2.236 \times 10^{-2} m</td>
<td></td>
</tr>
<tr>
<td>Inlet width</td>
<td>( W_{\text{in}} )</td>
<td>1.2 \times 10^{-3} m</td>
<td></td>
</tr>
<tr>
<td>Outlet width</td>
<td>( W_{\text{out}} )</td>
<td>1.2 \times 10^{-3} m</td>
<td></td>
</tr>
<tr>
<td>Channel depth</td>
<td>( H_{\text{ch}} )</td>
<td>1.0 \times 10^{-3} m</td>
<td></td>
</tr>
<tr>
<td>GDL depth</td>
<td>( H_{\text{GDL}} )</td>
<td>0.38 \times 10^{-3} m</td>
<td></td>
</tr>
<tr>
<td>Prescribed inlet pressure</td>
<td>( F_{\text{in}} )</td>
<td>5 Pa</td>
<td></td>
</tr>
<tr>
<td>Prescribed cell voltage</td>
<td>( V_{\text{ref}} )</td>
<td>0.4 V</td>
<td></td>
</tr>
<tr>
<td>Inlet oxygen mass fraction</td>
<td>( c_{O_{\text{in}}} )</td>
<td>0.228</td>
<td></td>
</tr>
<tr>
<td>Inlet water mass fraction</td>
<td>( c_{\text{H}<em>{2}O</em>{\text{in}}} )</td>
<td>0.023</td>
<td></td>
</tr>
<tr>
<td>Inlet nitrogen mass fraction</td>
<td>( c_{\text{N}<em>{2}O</em>{\text{in}}} )</td>
<td>0.749</td>
<td></td>
</tr>
<tr>
<td>Prescribed volume constraint</td>
<td>( V_{\text{ref}} )</td>
<td>50%</td>
<td></td>
</tr>
<tr>
<td>Filter radius</td>
<td>( r_{\text{min}} )</td>
<td>0.35 \times 10^{-3} m</td>
<td></td>
</tr>
<tr>
<td>Equivalent permeability of the porous rib</td>
<td>( k_{\text{pr}} )</td>
<td>3.8 \times 10^{-12} m²</td>
<td></td>
</tr>
<tr>
<td>Equivalent permeability of the porous channel</td>
<td>( k_{\text{pc}} )</td>
<td>( \infty ) m²</td>
<td></td>
</tr>
<tr>
<td>Equivalent porosity of the porous rib</td>
<td>( \varepsilon_{\text{pr}} )</td>
<td>0.22029</td>
<td></td>
</tr>
<tr>
<td>Equivalent porosity of the porous channel</td>
<td>( \varepsilon_{\text{pc}} )</td>
<td>0.94493</td>
<td></td>
</tr>
<tr>
<td>Equivalent diffusivity correction factor the porous rib</td>
<td>( f_{\text{DP}} )</td>
<td>0.139703</td>
<td></td>
</tr>
<tr>
<td>Equivalent diffusivity correction factor the porous channel</td>
<td>( f_{\text{DP}} )</td>
<td>0.92167</td>
<td></td>
</tr>
</tbody>
</table>
the average gas velocity in the serpentine layout is much smaller as compared to the other two alternatives. This is due to a higher average fluid-dynamic resistance of the gas paths linking the inlet to the outlets. Hence, the small amount of oxygen entering the cell is promptly depleted in a region close to the inlet resulting in a negligible amount of power generation in the remainder of the cell. A premature reactant depletion in single serpentine flow fields was also observed in [83]. In agreement with the considerations of [84], Fig. 11(e) suggests that the reactants are distributed ineffectively when using a parallel flow field. The uneven fluid-dynamic resistance among the parallel paths yields regions with large oxygen depletion so that the minimum oxygen mass fraction is 11.07%. The flow distribution is more efficient when using our topology-optimized design. The oxygen propagates in the cell following tree-like paths. This distribution strategy helps to avoid local minima of the reactant mass fraction field. The minimum oxygen mass fraction computed for the topology-optimized layout is 15.34%. The single-phase assumption hardly affects the trends observed. The water molar fraction of a fully saturated stream is exceeded (+13%) only by the benchmark serpentine design. For the reference topology-optimized and the benchmark parallel designs, we obtain a maximum water molar fraction 48% and 30% lower than the saturation value.

To make sure that the identified 2D design trends are not affected by our depth-averaging procedure, we analyze the alternative geometries in 3D. The 3D version of the topology-optimized layout is obtained using channel walls described by the $s = 0.5$ iso-contour. Views of the computed geometry and the 3D versions of the parallel and serpentine layouts are shown in Fig. 12. The three geometries are analyzed using high-resolution body-fitted meshes with 444113, 431012, 468174 tetrahedral elements, respectively. The average current densities computed in 3D are summarized in Table 7. The results show a satisfactory match between the 2D and 3D predictions for the topology-optimized and parallel design. A larger discrepancy is computed for the serpentine layout due to the presence of quadratic drag effects in correspondence of U-bends that are not captured in 2D (see Section 4.1) and large oxygen depletion towards the outlet, yielding small catalyst-to-bulk mass fraction ratios. Despite this limited deviation, the 3D results confirm the design trends identified by the 2D model, suggesting that the depth-averaging procedure is a reliable approach for topology optimization purposes.

To complete the analysis, it is useful to identify the pressure drop required by the serpentine and parallel flow fields to yield a current density level comparable to the topology-optimized design. This allows the blower consumption, $E_b$, of the three design alternatives to be cross-compared. This performance indicator is computed as follows:

$$E_b = \frac{\Delta P}{\eta_b} V_in$$

where $\eta_b$ is the device efficiency, here set to 0.8. Results are summarized in Table 8. Although blower consumption values are negligible for all the alternative configurations due to the small size of the system, the parallel and serpentine flow fields require roughly 3 times and 8 times more blower power than the topology-optimized design. Furthermore, as noted by Wang [85], these differences are
likely crucial for the scale-up of this lab-scale facility to industrial installations.

Finally, we note that the results obtained in the presented numerical example show that topology optimization allows the optimized flow paths in PEMFC to be obtained without the need for a close-to-optimal design to start with. The layout computed for a reference pressure drop of $F_{in} = 5$ Pa is superior in terms of power generation to conventional alternatives like the serpentine and parallel configurations.

### 4.3. The trade-off between pressure drop and power generation

In this section, we analyze how the optimized designs and output power are affected by the choice of the inlet pressure, $F_{in}$. The model and optimization parameters and physical properties are unchanged with respect to the reference design.

We consider 14 different values of the inlet pressure in the range $0.1 \leq F_{in} \leq 40$ Pa. Only minor design and performance differences are observed for $F_{in} > 40$ Pa. For each case, a topology optimization run is performed. To benchmark the effectiveness of our topology optimization framework, the parallel, serpentine and reference topology-optimized geometries considered in the previous section are analyzed in the same conditions. The computed average current density is shown in Fig. 13. In the range of values considered, a reduction in pressure drop can be obtained only at the expense of less power generation. Hence, these two per-
formance criteria are contradictory and the curve of the optimized performance in Fig. 13 is an approximation of the multi-objective Pareto front. The layouts obtained with our optimization framework are always superior to the conventional alternatives. Improvements are large at low inlet pressures. The average current density of the topology-optimized layout at $F_{in} = 1$ Pa is 83.21% and 574.8% higher than the one obtained using the parallel and the serpentine flow fields, respectively. This gap reduces for higher $F_{in}$ so that the performance enhancement of the topology-optimized layout is only 0.89% and 4.55% at $F_{in} = 40$ Pa. This suggests that the topology of the flow distributor slightly affects the performance at high inlet pressures. The reference topology-optimized design yields always higher performance than the serpentine and parallel geometries and approximates well the Pareto front. Noticeable discrepancies are visible only at small pressure drops: for $F_{in} = 1$ Pa, the reference topology-optimized design yields 13% lower performance than the layout optimized for that condition. However, also in this case negligible differences are observed at high inlet pressures.

The optimized layouts obtained at selected Pareto points are displayed in Fig. 14. When a higher inlet pressure is available, the geometry evolves more freely resulting in unintuitive layouts. The number of connections increases and the width of the channels decreases creating more and more complicated geometries. The optimized design for $F_{in} = 40$ Pa shows similarities with the mesh design concept (Fig. 2(d)). To quantify the design modifications along the Pareto front, we study the evolution of two performance metrics. The first one is the number of internal holes, $N_h$, in the layout (filled by “porous rib” material) representing the complexity of the flow channel topology. The values obtained for the different inlet pressures are presented in the bar chart of Fig. 15(a). The number of internal holes, $N_h$, increases fast at low inlet pressures and levels-off at $F_{in} = 20$ Pa. From this point onward, no topology modifications are observed. The second performance metric is a perimeter measure, $\Gamma_p$, based on the total variation of the material indicator field [69]:

$$\Gamma_p = \int \| \nabla \mathbf{s} \|_2 \, dx,$$

where $\| \cdot \|_2$ indicates the L2 norm. The influence of the inlet pressure on the perimeter measure of the optimized designs is shown in Fig. 15(b). The perimeter length increases monotonically in the range of values considered. At low inlet pressures, i.e. $F_{in} \leq 20$ Pa

![Fig. 12. 3D versions of the topology-optimized (a), parallel (b) and serpentine (c) designs.](image)

Table 7

<table>
<thead>
<tr>
<th>Performance</th>
<th>Topology-optimized</th>
<th>Parallel</th>
<th>Serpentine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average current density [A/m²]</td>
<td>2770</td>
<td>2661</td>
<td>1034</td>
</tr>
<tr>
<td>2D deviation [%]</td>
<td>-0.54</td>
<td>+0.97</td>
<td>-7.68</td>
</tr>
</tbody>
</table>

Table 8

Comparison of blower consumption, pressure drop, and volumetric flow rate at a comparable current density.

<table>
<thead>
<tr>
<th>Performance</th>
<th>Topology-optimized</th>
<th>Parallel</th>
<th>Serpentine</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average current density [A/m²]</td>
<td>2785</td>
<td>2782</td>
<td>2777</td>
</tr>
<tr>
<td>Pressure drop [Pa]</td>
<td>5</td>
<td>10</td>
<td>40</td>
</tr>
<tr>
<td>Volumetric flow rate [m³/s] (×10⁶)</td>
<td>1.61</td>
<td>2.40</td>
<td>1.65</td>
</tr>
<tr>
<td>Blower consumption [W] (×10³)</td>
<td>1.01</td>
<td>3.00</td>
<td>8.26</td>
</tr>
</tbody>
</table>

![Fig. 13. Pareto front of the computed average current density versus pressure drop.](image)
corresponding to the region of topological changes, a fast growth of the perimeter measure is observed. For higher inlet pressure values, i.e. $F_{in} > 20$ Pa, $C_p$ is increased moderately as the perimeter modifications are obtained exclusively through a higher arc-to-chord ratio of the connections, resulting in a higher tortuosity of the channels.

This design study shows that the inlet pressure modifies consistently both the optimized designs and performance. At low inlet pressures, the topology complexity and power generation of the optimized designs increase fast. In this case, topology optimization yields layouts responsible for large improvements as compared to
conventional flow fields. At high inlet pressures, the performance is slightly affected by the layout of the gas distributors. The geometry changes are only due to tortuosity modifications of the channels, yielding minor power generation enhancements.

4.4. Increasing the homogeneity of the current density distribution

In this section, we study the design trends obtained using the full penalty method, i.e. $w_\phi = 0.00$ and $w_m = 0.00$. The optimization problem (33) is solved for five values of the current standard deviation weight in the range $0.25 \leq w_\phi \leq 7.50$. Minor design and performance differences are observed for $w_\phi > 7.50$. We consider the reference inlet pressure case, i.e. $F_{in} = 5$ Pa and a fixed value of the power generation weight $w_m = 1.00$. The model parameters and material properties are unchanged with respect to the reference design. The optimized designs are shown in Fig. 16 along with the reference design case obtained by setting $w_\phi = 0.00$. The results show that there is a significant influence of the weighting factor $w_\phi$ on the optimized layouts. As $w_\phi$ is increased, the geometries feature a higher concentration of "porous rib" material close to the inlets while the "porous channels" migrate towards the external edges and outlets. The vertical channel at the center of the cell gets thinner while two diagonal long and wide channels are created for $w_\phi \geq 5.00$, linking the inlet to the outlets. This suggests that more reactants are able to reach the regions close to the outlets through convective transport. To demonstrate these design trends, we consider the following performance metric:

$$V = \frac{\int_{\Omega_2} \tilde{s} \, d\mathbf{x}}{\int_{\Omega_1} \tilde{s} \, d\mathbf{x}},$$

where $\Omega_1$ and $\Omega_2$ are the portions of the design domain shown in Fig. 17(a). The parameter $V$ quantifies the "density" of channels in the regions close to the outlets as compared to the region connected to the inlet. We will refer to $V$ as volume ratio hereafter. The influ-

---

**Fig. 16.** Optimized designs obtained for different values of the current standard deviation weight, $w_\phi$, with $F_{in} = 5$ Pa and $w_m = 1.00$.

**Fig. 17.** (a): Domain splitting in close-to-inlet region ($\Omega_1$) and close-to-outlets region ($\Omega_2$); (b): effect of $w_\phi$ on volume ratio $V$. 
ence of \( w_h \) on the volume ratio of the optimized layouts is shown in Fig. 17(b). In the range of values considered, \( V \) increases monotonically. When the power is the unique optimization criteria (\( w_h = 0.00 \)), the flow field complexity in \( \Omega_2 \) is comparable to that of \( \Omega_1 \) such that \( V = 103.5\% \). Obtaining a more homogeneous current density distribution requires more channels to be located close to the outlets. Setting \( w_h = 7.50 \) yields a layout in which the total volume of the channels in \( \Omega_2 \) is 31.5\% higher than the one measured in \( \Omega_1 \). Fig. 18(a) shows that these design modifications are effective in lowering our criterion of current density dispersion: \( \theta_m \) is decreased from 86.87 A/m\(^2\) to 79.78 A/m\(^2\), corresponding to a 8.16\% reduction. The amount of power generated by the optimized

Fig. 18. (a): Effect of \( w_W \) on the standard deviation of current density; (b): effect of \( w_m \) on the average current density.

Fig. 19. Graphical summary of the main technological advances of the paper. (a): Performance comparison of the reference topological design with the conventional geometries; (b): design trend pressure drop/power generation; (c): design features promoting the homogeneity of the current density with minimal impact on the power generation.
layouts reveals to be slightly sensitive to the choice of \( w_f \) (Fig. 18 (b)). We obtain a reduction of only 0.28% when raising \( w_f \) from 0.00 to 7.50, suggesting that the power generation is marginally affected by the design features promoting homogeneity. This indicates that the inclusion of current density dispersion measures in flow field design optimization frameworks has the potential to indicate promising routes for practical technological development.

5. Conclusions

This paper demonstrated the use of density-based topology optimization for the practical design of flow fields for PEMFCs. The objective function was formulated to maximize both the output power and homogeneity of the current density distribution, permitting reduced costs and higher durability. The gas dynamics, transport of chemical species, and electrochemical interactions in the cathodic portion of the PEMFC were computed using a 2D finite element model. The 3D transport effects were accounted for in the 2D model through an original depth-averaging procedure, which was verified against the predictions of a full 3D model calibrated using experimental and numerical results available in literature.

A graphical summary of the main technological advances is presented in Fig. 19. Topology optimization yielded layouts with unintuitive and non-trivial features. Our reference flow field obtained considering an inlet pressure of 5 Pa has similarities with various design concepts such as parallel, mesh, and bio-inspired geometries. Its performance was found to be superior to one of both parallel and serpentine flow fields, yielding a 5.7% and a 248.6% increase in the average current density (Fig. 19(a)). The smaller fluid-dynamic resistance of our layout allows a much higher air flow rate as compared to the serpentine geometry. Furthermore, its effective reactants distribution avoids the creation of regions with a large oxygen depletion, which arises in the parallel geometry. The trade-off between pressure drop and power generation was then explored to study the influence of the inlet pressure on both the optimized designs and performance (Fig. 19(b)). The results showed that, at low inlet pressures, substantial power output improvements are achievable through topological modifications of the flow distributor. In this case, the optimization process yielded large enhancements with respect to the conventional flow fields. At higher inlet pressures, no topology modifications were observed and only moderate enhancements could be obtained through the increase of the tortuosity of the channels. In this case, the performance was found to be slightly sensitive to the flow field layout and the topology-optimized designs performed similarly to the serpentine and parallel flow fields. Adding a measure of the current density dispersion to the optimization objective led to design features capable of decreasing the current density standard deviation by 8.16% with negligible impact on the amount of power generated (Fig. 19(c)). This finding suggests a viable route for the future development of these systems with the aim of increasing the durability.

The developed framework can largely impact the technological development of electrochemical systems. Future studies will focus on the 3D multi-scale topology optimization of gas diffusion media with optimized size and shape of the pores. The combination of this design capability with a multi-phase analysis model will allow the realization of devices with patterned wettability [86–88] with advanced water management. Furthermore, including multi-phase flow in the current analysis and design framework has the potential to yield flow field features that maximize water removal through under-rib transport. Finally, the extension of this framework to the optimization of flow fields in redox flow batteries [89–91] can boost the unexplored potential of this emerging technology and deserves attention in future research.
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