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ABSTRACT

Smart manufacturing refers to using advanced data analytics to complement physical science for improving system performance and decision making. With the widespread deployment of sensors and Internet of Things, there is an increasing need of handling big manufacturing data characterized by high volume, high velocity, and high variety. Deep learning provides advanced analytics tools for processing and analysing big manufacturing data. This paper presents a comprehensive survey of commonly used deep learning algorithms and discusses their applications toward making manufacturing “smart”. The evolution of deep learning technologies and their advantages over traditional machine learning are firstly discussed. Subsequently, computational methods based on deep learning are presented specially aim to improve system performance in manufacturing. Several representative deep learning models are comparably discussed. Finally, emerging topics of research on deep learning are highlighted, and future trends and challenges associated with deep learning for smart manufacturing are summarized.

© 2018 Published by Elsevier Ltd on behalf of The Society of Manufacturing Engineers.

1. Introduction

Over the past century, the manufacturing industry has undergone a number of paradigm shifts, from the Ford assembly line (1900s) to Toyota production system (1960s), flexible manufacturing (1980s), reconfigurable manufacturing (1990s), agent-based manufacturing (2000s), cloud manufacturing (2010s) [1,2]. Various countries have developed strategic roadmaps to transform manufacturing to take advantage of the emerging infrastructure, as presented by Internet of Things (IoTs) and data science. As an example, Germany introduced the framework of Industry 4.0 in 2010, which has been evolved into a collaborative effort among member countries in the European Union. Similarly, in 2011 the Smart Manufacturing Leadership Coalition (SMLC) in the U.S. created a systematic framework for implementing smart manufacturing. The plan “China Manufacturing 2025”, introduced in China in 2015, aims to promote advanced manufacturing. As manufacturing machines are increasingly equipped with sensors and communication capabilities, there is significant potential to further improve the condition-awareness of manufacturing machines and processes, reduce operational downtime, improve the level of automation and product quality and response more timely to dynamically changing customer demands [3–8]. Statistics shows that 82% of the companies using smart manufacturing technologies have experienced increased efficiency and 45% of the companies of the companies experienced increased customer satisfaction [9].

Smart manufacturing refers to a new manufacturing paradigm where manufacturing machines are fully connected through wireless networks, monitored by sensors, and controlled by advanced computational intelligence to improve product quality, system productivity, and sustainability while reducing costs. Recent advancement of Internet of Things (IoTs), Cloud Computing, Cyber Physical System (CPS) provides key supporting technologies to advance modern manufacturing [10–12]. By leveraging these new technologies in manufacturing, data at different stages of a product’s life, ranging from raw materials, machines’ operations, facility logistics, and even human operators, is collected and processed [12]. With the proliferation of manufacturing data, data driven intelligence with advanced analytics transforms unprecedented volumes of data into actionable and insightful information for smart manufacturing as illustrated in Fig. 1. Data driven intelligence models the complex multivariate nonlinear relationships among data, with no in-depth understanding of system physical behaviours required.

Data driven intelligence has attracted extensive research effort for manufacturing data distilling and decision making. In [14],
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data mining techniques are classified into five categories, including characterization and description, association, classification, prediction, clustering and evolution analysis. The barriers to data-driven decision making in manufacturing are also identified. Typical machine learning techniques are reviewed in [15,16] for intelligent manufacturing, and their strengths and weaknesses are also discussed in a wide range of manufacturing applications. A comparative study of machine learning algorithms including Artificial Neural Network, Support Vector Machine, and Random Forest is performed for machining tool wear prediction. The schemes, techniques and paradigm of developing decision making support systems are reviewed for the monitoring of machining operations, and these techniques include neural networks, fuzzy logic, genetic algorithms, and hybrid systems [17,18]. The potential benefit and successful application examples of typical machining learning techniques including Bayesian Networks, instance-based learning, Artificial Neural Network, and ensemble methods are discussed in [19]. Cloud enabled prognosis techniques including data driven approach, physics based as well as model-based techniques are reviewed in [20], with the benefits from both advanced computing capability and information sharing for intelligent decision making. Traditional machine learning is usually designed with shallow structures, such as Artificial Neural Network, Support Vector Machine, and logistic regression, etc. By coping with limited hand-crafted features, it achieves decent performance in a variety of applications. However, the massive data in smart manufacturing imposes a variety of challenges [18,19], such as the proliferation of multimodal data, high dimensionality of feature space, and multicollinearity among data measurements. These challenges render traditional algorithms struggling and thus greatly impede their performance.

As a breakthrough in artificial intelligence, deep learning demonstrates outstanding performance in various applications of speech recognition, image recondition, natural language processing (e.g. translation, understanding, text questions & answers), multimodal image-text, and games (e.g. Alphago). Deep learning allows automatically processing of data towards highly nonlinear and complex feature abstraction via a cascade of multiple layers, instead of handcrafting the optimum feature representation of data with domain knowledge. With automatic feature learning and high-volume modelling capabilities, deep learning provides an advanced analytics tool for smart manufacturing in the big data era. It uses a cascade of layers of nonlinear processing to learn the representations of data corresponding to different levels of abstraction. The hidden patterns underneath each other are then identified and predicted through end-to-end optimization. Deep learning offers great potential to boost data-driven manufacturing applications, especially in the big data era [17,21].

In light of the above challenges, this paper aims to provide a state-of-the-art review of deep learning techniques and their applications in smart manufacturing. Specifically, the deep learning enabled advanced analytics framework is proposed to meet the opportunistic need of smart manufacturing. The typical deep learning models are briefly introduced, and their applications to manufacturing are outlined to highlight the latest advancement in relevant areas. The challenges and future trends of deep learning are discussed in the end.

The rest of paper is constructed as follows. Firstly, data-driven artificial intelligence techniques are reviewed in Section 2, with the superiority of deep learning techniques outlined. Next, the challenge and opportunistic need of deep learning in smart manufacturing are presented, and typical deep learning models are briefly discussed in Section 3. Then, the latest applications of deep learning techniques in the context of smart manufacturing are summarized in Section 4. Finally, the challenges as well as future trends of deep learning in smart manufacturing are discussed.

2. Overview of data driven intelligence

2.1. The evolution of data-driven artificial intelligence

Artificial intelligence is considered as a fundamental way to possess intelligence, and listed as the first place in Gartner’s Top 10 strategic technology trends in 2017 [22]. Artificial intelligence has experienced several lifecycles, from the infancy period (1940s), through the first upsurge period (1960s) and the second upsurge period (1980s), and the present third boom period (after 2000s). The development trend and typical artificial intelligence models are summarized in Table 1.

The origin of Artificial Neural Network started back in 1940s, when MP model [23] and Hebb rule [24] were proposed to discuss how neurons worked in human brain. At the workshops in Dartmouth College, significant artificial intelligence capabilities like playing chess games and solving simple logic problems were developed [24]. The pioneering work brought artificial intelligence to the first upsurge period (1960s). In 1956, a mathematical model named Perceptron [25] was proposed to simulate the nervous system of human learning with linear optimization. Next, a network model called Adaptive Linear Unit [26] was developed in 1959 and had been successfully used in practical applications such as communication and weather forecasting. The limitation of early artificial intelligence was also criticized due to the difficulty in handling non-linear problems, such as XOR (or XNOR) classification [27].

With the development of Hopfield network circuit [28], artificial intelligence stepped forward to the second upsurge (1980s). Back Propagation (BP) algorithm was proposed to solve non-linear problems in complex neural network in 1974 [29]. A random mech-

anism was introduced into Hopfield network and put forward the Boltzmann Machine (BM) in 1985 [30]. With the development of statistical learning, Support Vector Machine (SVM) was developed with kernel functions transformation in 1997, and showed decent performance on classification and regression [31]. However, these traditional machine learning techniques require human expertise for feature extraction to reduce the dimension of input, and thus their performance highly relies on the engineered features.

The birth of deep learning benefits not only from the rich accumulation of traditional machine learning techniques, but also the inspiration of statistical learning. Deep learning uses data representation learning rather than explicit engineered features to perform tasks. It transforms data into abstract representations that enable the features to be learnt. In 1986, Restricted Boltzmann Machine (RBM) was developed by obtaining the probability distribution of Boltzmann Machine [32], and the hidden layers were used as feature vectors to characterize the input data. Meanwhile, Auto Encoder (AE) was proposed using the layer-by-layer Greedy learning algorithm to minimize the loss function [33]. In 1995, a neural network with directed topology connections between neurons, called Recurrent Neural Network (RNN), was proposed for feature learning from sequence data [34]. In 1997, an improved version of recurrent neural network, named Long short-term Memory (LSTM), was proposed to tackle the vanishing gradient problem and deal with complex time sequence data [35]. In 1998, Convolutional Neural Network (CNN) was put forward to handle two dimensional inputs (e.g., image), in which features learning were achieved by stacking convolutional layers and pooling layers [36].

As the hierarchical structures of deep learning models getting deeper, model training and parameter optimization become more difficult and time consuming, even leading to overfitting or local optimization problems. Many attempts were made to develop deep learning models, but no satisfactory performance was reported before 2006. Deep Belief Network (DBN) was developed and achieved success in 2006 [37,38]. It allowed bidirectional connections in top layer only instead of stacking RBMs directly to reduce computational complexity, and the parameters were successfully learned through layer-wise pre-training and fine-tuning. Meanwhile, Deep Auto Encoder was proposed by adding more hidden layers to deal with high nonlinear input [39]. The model parameters were firstly pre-trained using a greedy layer-by-layer unsupervised learning algorithm and then fine-tuned using BP algorithm. One year later, Sparse Auto Encoder (SAE) was put forward to reduce dimensionality and learn sparse representations [40,41].

Deep learning gained increasing popularity. In 2009, Deep Boltzmann Machine with a bidirectional structure was proposed to learn ambiguous input data robustly, and the model parameters were optimized using layer-wise pre-training [42]. In 2010, Denoising Auto Encoder was presented to reconstruct the stochastically corrupted input data, and force the hidden layer to discover more robust features [43]. Deep Convolutional Neural Network (DCNN) was introduced with deep structure of Convolutional Neural Network in 2012 [44], and it showed superior performance in image recognition. Generative Adversarial Network (GAN) was proposed in 2014 [45], and it contained two independent models acting as adversaries. The generative model was designed to generate random samples similar to real samples while the discriminative model was used for training and classification with both real and generated random samples. In 2016, an attention-based LSTM model was proposed by integrating attention mechanism with LSTM [46]. Nowadays, more and more new models are being developed even per week.

2.2. Comparison between deep learning and traditional machine learning

Both deep learning and traditional machine learning are data-driven artificial intelligence techniques to model the complex relationship between input and output as shown in Fig. 2. In addition to the high hierarchical structure, deep learning also has distinctive attributes over traditional machine learning in terms of feature learning, model construction, and model training.

Deep learning integrates feature learning and model construction in one model by selecting different kernels or tuning the parameters via end to end optimization. Its deep architecture of neural nets with many hidden layers is essentially multi-level non-linear operations. It transfers each layer’s representation (or features) from original input into more abstracted representation in the higher layers to find the complicated inherent structures. For example, the features such as edge, corner, contour, and object parts, are abstracted layer-by-layer from an image. These abstracted feature representations are then input to the classifier layer to perform classification and regression tasks. Overall, deep learning is an end-to-end learning structure with the minimum human inference, and the parameters of deep learning model are trained jointly.

On the contrary, traditional machine learning performs feature extraction and model construction in a separated manner, and each module is constructed step-by-step. The handcrafted features are firstly extracted by transforming raw data into a different domain (e.g., statistical, frequency, and time-frequency domain) to take the representative information requiring expert domain knowledge. Next, feature selection is performed to improve the relevancy and reduce the spurious redundancy among features before feeding into the machine learning model. Traditional machine learning techniques usually have shallow structures with at most three layers (e.g., input, output, and one hidden layer). Thus, the performance of the constructed model not only relies on the optimization of adopted algorithms (e.g., BP Neural Network, Support Vector Machine, and logistic regression), but also is heavily affected by the handcrafted features. Generally, the feature extraction and selection are time-consuming, and highly depend on domain knowledge.

Therefore, deep learning has distinctive difference with traditional machine learning techniques as illustrated in Table 2. The high level abstract representation in feature learning makes deep learning more flexible and adaptable to data variety. Because the data are abstracted, the diverse data types and sources do not have

<table>
<thead>
<tr>
<th>Timeline</th>
<th>Proposed models</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Infancy period (1940s)</td>
<td>MP model</td>
<td>[23]</td>
</tr>
<tr>
<td></td>
<td>Hebb rule</td>
<td>[24]</td>
</tr>
<tr>
<td>First upsurge period</td>
<td>Perceptron</td>
<td>[25]</td>
</tr>
<tr>
<td>(1960s)</td>
<td>Adaptive Linear Unit</td>
<td>[26]</td>
</tr>
<tr>
<td>Second upsurge period</td>
<td>Hopfield network circuit</td>
<td>[28]</td>
</tr>
<tr>
<td>(1980s)</td>
<td>Back Propagation</td>
<td>[29]</td>
</tr>
<tr>
<td></td>
<td>Boltzmann Machine</td>
<td>[30]</td>
</tr>
<tr>
<td></td>
<td>Support Vector Machine</td>
<td>[1]</td>
</tr>
<tr>
<td></td>
<td>Restricted Boltzmann Machine</td>
<td>[32]</td>
</tr>
<tr>
<td></td>
<td>Auto Encoder</td>
<td>[33]</td>
</tr>
<tr>
<td>Third boom period</td>
<td>Recurrent Neural Network</td>
<td>[34]</td>
</tr>
<tr>
<td>(after 2000s)</td>
<td>Long short-term Memory</td>
<td>[35]</td>
</tr>
<tr>
<td></td>
<td>Convolutional Neural Network</td>
<td>[36]</td>
</tr>
<tr>
<td></td>
<td>Deep Belief Network</td>
<td>[37,38]</td>
</tr>
<tr>
<td></td>
<td>Deep Auto Encoder</td>
<td>[39]</td>
</tr>
<tr>
<td></td>
<td>Sparse Auto Encoder</td>
<td>[40,41]</td>
</tr>
<tr>
<td></td>
<td>Deep Boltzmann Machine</td>
<td>[42]</td>
</tr>
<tr>
<td></td>
<td>Denoising Auto Encoder</td>
<td>[43]</td>
</tr>
<tr>
<td></td>
<td>Deep Convolutional Neural Network</td>
<td>[44]</td>
</tr>
<tr>
<td></td>
<td>Generative Adversarial Network</td>
<td>[45]</td>
</tr>
<tr>
<td></td>
<td>Attention-based LSTM</td>
<td>[46]</td>
</tr>
</tbody>
</table>

strong influence on the analysis results. On the other hand, the deep hierarchical structure in deep learning is easier to model the nonlinear relationship using compositional function comparing with the shallow structure which is regarded as a generic function in traditional machine learning. The superiority of deep network had been proven mathematically in [47]. As the size and variety of dataset grow in the big data context, it becomes more difficult to create new, highly relevant features. In the context of big data era in smart manufacturing, the ability to avoid feature engineering is regarded as a great advantage due to the challenges associated with this process.

### 3. Deep learning for smart manufacturing

With new technologies (e.g. IoT, big data) embraced in smart manufacturing, smart facilities focus on creating manufacturing intelligence that can have a positive impact across the entire organization. The manufacturing today is experiencing an unprecedented increase in available sensory data comprised of different formats, semantics, and structures. Sensory data was collected from different aspects across the manufacturing enterprise, including product line, manufacturing equipment, manufacturing process, labour activity, and environmental conditions. Data modelling and analysis are the essential part of smart manufacturing to handling increased high volume data, as well as supporting real-time data processing [48].

From sensory data to manufacturing intelligence, deep learning has attracted much attention as a breakthrough of computational intelligence. By mining knowledge from aggregated data, deep learning techniques play a key role in automatically learning from data, identifying patterns, and making decisions as shown in Fig. 3. Different levels of data analytics can be produced including descriptive analytics, diagnostic analytics, predictive analytics, and prescriptive analytics. Descriptive analytics aims to summarize what happens by capturing the product’s conditions, environment and operational parameters. When the product performance is reduced or the equipment failure happens, diagnostic analytics examine the root cause and report the reason it happens. Predictive analytics utilizes statistical models to make predictions about the possibility of future production or equipment degradation with available historical data. Prescriptive analytics goes beyond by recommending one or more courses of action. Measures can be identified to improve production outcomes or correct the problems, showing the likely outcome of each decision.

With the advanced analytics provided by deep learning, manufacturing is transformed into highly optimized smart facilities. The benefits include reducing operating costs, keeping up with changing consumer demand, improving productivity and reducing downtime, gaining better visibility and extracting more value from the operations for globally competitiveness.

Up to date, various deep learning architectures have been developed and the relevant research topics are fast-growing. To facilitate the investigation of manufacturing intelligence, several typical deep learning architectures are discussed including Convolutional Neural Network, Restricted Boltzmann Machine, Auto Encoder, and Recurrent Neural Network and their variants. The feature learning capability and model construction mechanism were emphasized since these models are the building blocks to construct comprehensive and complex deep learning techniques.

#### 3.1. Convolutional neural network

Convolutional Neural Network (CNN) is a multi-layer feed-forward artificial neural network which is firstly proposed for two-dimensional image processing [36]. It has also been investigated for one-dimensional sequential data analysis including natural language processing and speech recognition recently [49]. In CNN, the feature learning is achieved by alternating and stacking convolutional layers and pooling operations. The convolutional layers convolve with raw input data using multiple local kernel filters and generate invariant local features. The subsequent pooling layers extract the most significant features with a fixed-length
over sliding windows of the raw input data by pooling operations such as max pooling and average pooling. Max pooling selects the maximum value of one region of the feature map as the most significant feature. Average pooling calculates the mean value of one region and takes it as the pooling value of this region. Max pooling is well suited to extract sparse features, while pooling operation on all samples may not be optimal.

After multi-layer feature learning, fully-connected layers convert a two-dimensional feature map into a one-dimensional vector and then feed it into a softmax function for model construction. By stacking convolutional layers, pooling layers, and fully-connected layers, a typical CNN is constructed as shown in Fig. 4. Gradient based backpropagation is usually used to train convolutional neural network by minimizing the minimum mean squared error or cross-entropy loss function. CNN has the advantageous properties including sparse interactions with local connectivity, parameter sharing with reduced numbers, and equivariant representation which is invariant to object locations.

3.2. Restricted Boltzmann machine and its variant

Restricted Boltzmann Machine (RBM) is a two-layer neural network consisting of visible and hidden layer. There exists a symmetric connection between visible and hidden units, but there are no connections between each neuron within the same layer. It is an energy based model in which the visible layer is used to input data while the hidden layer is used to extract features. All hidden nodes are assumed conditionally independent. The weights and offsets of these two layers are tuned over iterations in order to make the output of the visible layer as the approximation of the original input. Finally, the hidden layers are regarded as different representations of the visible layer.

The parameters in hidden layers are treated as the features to characterize the input data to realize data coding and dimension reduction. Then, supervised learning methods such as logistic regression, Naïve Bayes, BP Neural Network, and Support Vector Machine, etc. can be used to implement data classification and regression. RBM takes the advantages of extracting required features from training datasets automatically, which avoids the local minimum value and thus has received a growing number of attentions. Utilizing RBM as the basic learning module, different variant models have been developed [32].

Deep Belief Network (DBN): DBN is constructed by stacking multiple RBMs, where the output of the $p^{\text{th}}$ layer in hidden units is used as the input of the $(l+1)^{\text{th}}$ layer in visible units. For DBN training, a fast greedy algorithm is usually used to initialize the network and
the parameters of this deep architecture are then fine-tuned by a contractive wake-sleep algorithm [37]. Bayesian Belief Network is applied to the area which is close to the visible layers, and RBMs are used to the area far from the visible layers. That is to say, the highest two layers are undirected and the other lower layers are directed, as shown in Fig. 5.

Deep Boltzmann Machine (DBM): DBM can be regarded as a deep structured RBMs where hidden units are grouped into a hierarchy of layers. The full connections between two adjacent layers are enabled, but no connection is allowed within a layer or between non-neighbouring layers as shown in Fig. 5. By stacking multi-RBMs, DBM can learn complex structures and construct high-level representation of input data [42]. Compared to DBN, DBM is a fully undirected graphical model while DBN is a mixed directed/undirected one. Accordingly, the DBM model is trained jointly and more computationally expensive. On the contrary, DBN can be trained layer-wisely to be more efficiently.

3.3. Auto encoder and its variants

Auto Encoder (AE) is an unsupervised learning algorithm extracting features from input data without label information needed. It mainly consists of two parts including encoder and decoder as shown in Fig. 6. The encoder can perform data compression especially in dealing input of high dimensionality by mapping input to a hidden layer [33]. The decoder can reconstruct the approximation of input. Suppose the activation function is a linear function and we have less hidden layers than the dimensionality of input data, then the linear Auto Encoder is similar to principle component analysis (PCA). If the input data is highly nonlinear, more hidden layers are required to construct the deep Auto Encoder. Stochastic gradient descent (SGD) is often investigated to calculate parameters and build auto-encoder by minimizing the objective loss function in terms of the least square loss or cross-entropy loss. Several variants of AE have been developed and listed as follows:

1) Denoising Auto Encoder (DAE): DAE is an extension version of the basic Auto Encoder, which is trained to reconstruct the stochastically corrupted input data by adding isotropic Gaussian noise to x and forcing the hidden layer to discover more robust features [43].
2) Sparse Auto Encoder (SAE): SAE makes the most of the hidden unit’s activations close to zero by imposing sparsity constraints on the hidden units, even the number of hidden units is large [40,41].
3) Contractive Auto Encoder (CAE): In order to force the model resistant to small perturbations, CAE encourages learning more robust representations of the input x [50].

3.4. Recurrent neural network and its variants

Compared with traditional neural networks, Recurrent Neural Network (RNN) has unique characteristic of topology connections between the neurons formed directed cycles for sequence data as shown in Fig. 7. Thus, RNN is suitable for feature learning from sequence data. It allows information persists in hidden layers and captures previous states of a few time steps ago. An updated rule is applied in RNN to calculate the hidden states at different time steps. Take the sequential input as a vector, the current hidden state can be calculated by two parts through a same activation function (e.g. sigmoid or tanh function). The first part is calculated with the input while the second part is obtained from the hidden state at the previous time step. Then, the target output can be calculated with the current hidden state through a softmax function. After processing the whole sequence, the hidden state is the learned representation.
of the input sequential data and a conventional multilayer perceptron (MLP) is added on top to map the obtained representation to targets.

Different from traditional neural networks, the model training in RNN is performed by Backpropagation Through Time (BPTT). RNN is firstly unrolled according to time and each unrolled time step is considered as an additional layer. Then backpropagation algorithm is applied to calculate gradients. Due to the vanishing/exploding gradient problem using BPTT for model training, RNN cannot capture long-term dependencies. In other words, RNN has difficulty in dealing with long-term sequence data.

A variety of enhancements are proposed to solve these problems, among which long short-term memory (LSTM) is widely investigated for its effectiveness [35]. The most important idea of LSTM is cell state, which allows information flow down with linear interactions. Comparing with single recurrent structure in RNN, the gates including forget gate layer, input gate layer and output gate layer, are used in LSTM to control the cell state. It enables each recurrent unit to adaptively capture long-term dependencies of different time scales.

3.5. Model comparison

With the above illustration, it can be found that CNN and RNN provide complex composition mechanism to learn representation and model construction. The RBM and AE can be used for layer-by-layer pretraining of deep neural network to characterize input data. In these deep learning models, the top layers normally represent the targets. For classification where targets are discrete values, softmax layers are applied. For prediction with continuous targets, linear regression layers are added. According to the dependence on labelled data, DBN, AE and their variants are unsupervised learning or semi supervised learning. CNN, RNN and their variants are supervised learning. The Pros and Cons of these typical deep learning models are presented in Table 3.

Fortunately, a number of typical deep learning packages including open source or commercial software are available to public as summarized in Table 4. They facilitate the investigation of deep learning techniques in different manufacturing scenarios.

4. Applications to smart manufacturing

Computational intelligence is an essential part of smart manufacturing to enable accurate insights for better decision making. Machine learning has been widely investigated in different stages of manufacturing lifecycle covering concept, design [60], evaluation, production, operation, and sustainment [61] as shown in Fig. 8. The applications of data mining in manufacturing engineering are reviewed in [62], covering different categories of production processes, operations, fault detection, maintenance, decision support, and product quality improvement. The evolution and future of manufacturing are reviewed in [63,64], emphasizing the importance of data modelling and analysis in manufacturing intelligence. The application schemes of machine learning in manufacturing are identified as summarized in [65,66]. Smart manufacturing also requires prognostics and health management (PHM) capabilities to meet the current and future needs for efficient and reconfigurable production [67].

Deep learning, as an emerging technique, has been investigated for a wide range of manufacturing systems recently. To give an overview, the applications of state-of-the-art deep learning techniques in manufacturing are discussed in this study, especially in

Table 3
Comparison between different deep learning models.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>Abstracted features are learned by stacked convolutional and sampling layers.</td>
<td>Reduced parameter number, invariance of shift, scale and distortion</td>
<td>High computational complexity for high hierarchical model training</td>
</tr>
<tr>
<td>RBM</td>
<td>Hidden layer describes variable dependencies and connections between input or output layers as representative features.</td>
<td>Robust to ambiguous input and training label is not required in pre-training stage</td>
<td>Time-consuming for joint parameter optimization</td>
</tr>
<tr>
<td>AE</td>
<td>Unsupervised feature learning and data dimensionality reduction are achieved through encoding</td>
<td>Irrelevance in the input is eliminated, and meaningful information is preserved</td>
<td>Error propagation layer-by-layer and sparse representations are not guaranteed</td>
</tr>
<tr>
<td>RNN</td>
<td>Temporal pattern stored in the recurrent neurons connection and distributed hidden states for time-series data.</td>
<td>Short-term information is retained and temporal correlations are captured in sequence data.</td>
<td>Difficult to train the model and save the long-term dependence</td>
</tr>
</tbody>
</table>

Table 4
A list of deep learning tools.

<table>
<thead>
<tr>
<th>Tools</th>
<th>Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Caffe/Caffe2 [51]</td>
<td>Open-source</td>
<td>Feedforward network, and suitable for image processing.</td>
</tr>
<tr>
<td>Theano [52]</td>
<td>Open-source</td>
<td>Consist of the most of state-of-the-art neural networks, originated at the University of Montreal</td>
</tr>
<tr>
<td>Pytorch [54]</td>
<td>Open-source</td>
<td>Deep learning framework widely used by Facebook and Twitter, originally developed at New York University in 2002. Excellent for convnets and rich set of RNNs.</td>
</tr>
<tr>
<td>Amazon machine learning [57]</td>
<td>Commercial</td>
<td>Cloud-based service for users to use machine learning technology.</td>
</tr>
<tr>
<td>Microsoft Azure [58]</td>
<td>Commercial</td>
<td>Machine learning library</td>
</tr>
<tr>
<td>IBM Watson analytics [59]</td>
<td>Commercial</td>
<td>Cloud-based machine learning platform for data exploration, visualization and predictive analytics.</td>
</tr>
</tbody>
</table>

Table 5
A list of deep learning models with applications.

<table>
<thead>
<tr>
<th>Deep learning model</th>
<th>Application Scenarios</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CNN</td>
<td>Surface integration inspection</td>
<td>[72–75]</td>
</tr>
<tr>
<td></td>
<td>Machinery fault diagnosis</td>
<td>[77–84]</td>
</tr>
<tr>
<td>DBN</td>
<td>Machinery fault diagnosis</td>
<td>[85–92]</td>
</tr>
<tr>
<td>AE</td>
<td>Predictive analytics &amp; defect diagnosis</td>
<td>[109–112]</td>
</tr>
<tr>
<td>RNNs</td>
<td>Machinery fault diagnosis</td>
<td>[93–103]</td>
</tr>
<tr>
<td></td>
<td>Predictive analytics &amp; defect diagnosis</td>
<td>[104–108]</td>
</tr>
</tbody>
</table>

Fig. 8. Typical application scenarios of machine learning in smart manufacturing, the areas of product quality inspection, fault diagnosis, and defect prognosis, as highlighted in Table 5.

4.1. Descriptive analytics for product quality inspection

Surface integration inspection is usually inspected employing machine vision and image processing techniques to detect surface defect for enhanced product quality in manufacturing [68]. Traditional machine learning has made remarkable progress and yields reliable results in many cases [69], but different pre-processing approaches including structural-based, statistical-based, filter-based, and model based techniques are needed to extract representative features with expert knowledge [70]. However, flexible configuration in modern manufacturing system could shift production from one product to another quickly. The feature representation may need redesign from scratch for traditional machine learning. Additionally, a new product may present complicated texture patterns or intensity variations, and the surface defects could be in an arbitrary size, orientation and shape. Therefore, manually designed features in traditional machine learning technique may lead to insufficient or unsatisfactory inspection performance in complex surface scenarios or dynamic changing process [71]. To address these challenges, deep learning has been
investigated to learn high-level generic features and applied to a wide range of textures or difficult-to-detect defects cases.

Convolutional Neural Network, originally designed for image analysis, is well fit for automated defect identification in surface integration inspection. In [72], a Deep Convolutional Neural Network architecture is designed and the hyper-parameters are optimized based on backpropagation and stochastic gradient descent algorithms. A max-pooling Convolutional Neural Network is presented in [73] to perform feature extraction directly from the pixel representation of steel defect images and shows lower error rates comparing with multi-layer perceptron and support vector machine. The image analysis is studied with convolutional neural network in [74] to automatically inspect dirties, scratches, burrs, and wears on surface parts. The experimental results show that CNN works properly with different types of defects on textured or non-textured surfaces. A generic approach based on CNN is proposed in [75] to extract patch feature and predict defect area via thresholding and segmenting. The results show the pretrained CNN model works well on small dataset with improved accuracy for automated surface inspection system.

4.2. Diagnostic analytics for fault assessment

Manufacturing systems are usually subject to failures caused by degradation or abnormal operating conditions, leading to excessive load, deflection, fracture, overheating, corrosion, and wear. The failure may incur higher operating costs, lower productivity, more disqualified part waste, and even unexpected downtime. In order to implement smart manufacturing, it is crucial for a smart factory to monitor machinery conditions, identify the incipient defects, diagnose the root cause of failures, and then incorporate the information into manufacturing production and control [75].

With aggregated data from smart sensory and automation systems, more and more deep learning techniques have been widely investigated for machinery fault diagnosis and classification [76]. Convolutional Neural Network integrates feature learning and defect diagnosis in one model, and has been used in many aspects, such as bearing [77–80], gearbox [81,82], wind generator [83], and rotor [84], etc. Since CNN was originally developed for image analysis, different approaches are investigated to construct two dimensional input from time series data. The frequency spectrum of multi-channel vibration data is also investigated in [77] to fit the model requirement. In [75], permutation is performed by transforming time series data into a matrix, and then normalized as image. In [84], time frequency spectrum of vibration signal by wavelet transform is used as image input of a CNN model. Deep Belief Network has fast inference as well as the advantage of encoding high order network structures by stacking multiple Restricted Boltzmann Machines. It has been investigated for fault diagnosis of aircraft engine [85], chemical process [86], reciprocating compressor [87], rolling element bearing [88,89], high speed train [90,91], and wind turbine [92]. The input of a DBM model is usually the preprocessed features by Teager–Kaiser energy operator or wavelet transform rather than raw data. Then the DBM model is constructed following a supervised layer-by-layer learning process.

Auto Encoder has been investigated for unsupervised feature learning, and the learned features are then fed into a traditional machine learning model for model training and classification. In [93], a five-layer deep neural network is presented using the features learned by an Auto Encoder for planetary gearbox diagnosis under various operating conditions. Different variants are also investigated including sparse Auto Encoder [94], stacked denoising Auto Encoder [95], and Contractive Auto Encoder [96], etc. Sparse Auto Encoder is investigated in [97] to learn the features of motor current signal, and partial corruption is performed on the input to improve the robustness of feature representation. A multi-layered extreme learning machine based Auto Encoder is investigated in [98] to learn feature representations for wind turbine fault classification. In [99], a continuous sparse Auto Encoder is presented by adding Gaussian stochastic unit into an activation function to extract nonlinear features of the input data. To improve diagnostic analytics, the comprehensive deep learning models are also developed. In [100], a sparse filtering based deep neural network model is investigated for unsupervised features learning. Synthesized deep learning models are discussed in [101,102] for signal denoising and fused feature extraction. Different deep learning models including Deep Boltzmann Machine, Deep Belief Network, and Stacked Auto Encoder with different preprocessing schemes are comparatively studied in [103] for rolling bearing fault diagnosis. The results show that stacked Auto Encoder performs the best. From the above literatures, it is concluded that the deep learning models outperform traditional machine learning techniques with engineered features such as support vector machine, and BP Neural Network in terms of classification accuracy.

4.3. Predictive analytics for defect prognosis

In order to increase manufacturing productivity while reducing maintenance cost, it is crucial to develop and implement an intelligent maintenance strategy that allows manufacturers to determine the condition of in-service systems in order to predict when maintenance should be performed. The temporal behaviour in the historical data is important for prediction, and deep recurrent neural network has demonstrated its capability to model temporal pattern. Recently, a general recurrent neural network, named long short term memory, has been investigated to predict defect propagation and estimate remaining useful life (RUL) of mechanical systems or components. In [104], a competitive learning-based RNN has been proposed for long-term prognosis of rolling bearing health status. In [105], a new local feature-based gated recurrent unit network has been proposed to learn the representation of the sequence of local features and the proposed method is verified on three real machine health monitoring tasks. In [106], an integrated approach of CNN and bi-directional LSTM is presented for machining tool wear prediction, in which CNN is used to extract local features from sequential signals and bi-directional LSTM to capture long-term dependence for prediction. Vanilla LSTM is investigated in [107] to estimate the remaining useful life of an aircraft turbofan engine under complex operating conditions and strong background noise, and the experimental results confirm that Vanilla LSTM provides good prediction accuracy. A stacked LSTM network enables the learning of higher level temporal features, and has been presented for anomaly prediction of space shuttle and engine [108].

Deep Belief Network, as the feature learning approach in regression models, has also been investigated for predictive analytics. In [109], Deep Belief Network is investigated to model the complex relationship between material removal rate and chemical mechanical polishing process parameters in semiconductor manufacturing. An integrative approach of Deep Belief Network and particle filter is presented in [110] for the RUL prediction of a ceramic bearing. By aggregating the output of ensemble DBNs, Support Vector Regression model is investigated to predict electricity load demand [111]. To predict the resource request in cloud computing, DBN is proposed in [112] to optimize job schedule and balance the computational load.

5. Discussions and outlook

As the evolution of smart manufacturing, more and more machineries are equipped with smart sensors and meshed with Internet of Things. Currently, most companies do not know what
to do with the data they have, and they lack software and modelling to interpret and analyse them. On the other hand, manufacturers need practical guidance to improve their processes and products, while the academics develop up-to-date artificial intelligence models without considering how they will be applied in practice. As manufacturing process becomes more complex, more difficulty comes along to clear the data and formulate the right problems to model. Five gaps are identified in smart manufacturing innovation including adopted strategies, improved data collection, use and sharing, predictive model design, generalized predictive models, and connected factories and control processes [48].

To meet the high demand of advanced analytics in smart manufacturing, deep learning with feature learning and deep network offers great potential and shows advantageous properties. To handle overwhelming data characterized by high-volume, high-velocity and high-variety, there are still some challenges associated with manufacturing industry to adopt, implement, and deploy deep learning for real-world applications. To address the challenges, the future development trends of deep learning for smart manufacturing are discussed in terms of data matter, model selection, model visualization, generic model, and incremental learning.

5.1. Data matter

A common presumption in machine learning is that algorithms can learn better with more data, and thus the performance of deep learning model heavily depends on the scale and quality of datasets. So far deep learning shows the effectiveness when it is applied to limited types of data (e.g. images, speech, and vibration, etc.) and well-defined tasks. Multi-sensory has been instrumented to capture data at all stages of a product’s life. Deep learning algorithm may be infeasible to directly handle such high dimensional, multi-modality, and non-structured data, and even susceptible to the curse of dimensionality. Extracting the relevant data to reduce the size and applying appropriating task-specific regularization term may improve the performance of deep learning. On the other hand, the class imbalance problem is another challenge. The class follows a highly-skewed distribution in real life, representing most data samples belong to few categories. For example, the dataset of surface defects is normally too small and costly to collect. The ratio of good to bad parts is highly imbalanced ranging from 9:1 to even less than one million. Thus, it is difficult to apply standard classification techniques to differentiating good parts from scraps. Appropriate measures such as class resampling, cost-sensitive training, and integration of bootstrapping may be necessary for deep learning model to address class imbalance issues [113].

5.2. Model selection

Different problems are tackled with specialized models. A number of deep learning models are available at present. Considering the complexity in manufacturing process, model selection has become a major challenge. Generally, some empirical criteria can be adopted when applying deep learning models. Firstly, supervised or unsupervised deep learning algorithms can be chosen depending on the available data set in hand. Supervised deep learning algorithms are appropriate to dealing with data rich but knowledge sparse problems, namely labelled data are available. If there is no expert knowledge to solve the problem, unsupervised deep learning algorithms might be suitable. Secondly, since one algorithm has its strength and weakness, the general applicability of the selected algorithm should be considered [16,19].

5.3. Model visualization

The analytics solutions of deep learning need to be understood by manufacturing engineers. Otherwise, the generated recommendations and decisions may be ignored. Due to the model complexity behind, deep neural network is usually regarded as a black-box model. It is hard to explain the internal computation mechanism or interpret the abstract feature representation physically. Visualization of the learned features and model architecture may offer some insights, and thus facilitate the construction and configuration of deep neural network models for complex problems. On the other hand, the engineered features by domain expertise have demonstrated its effectiveness. Complementing the abstract features with engineered features by visualization and fusion may contribute a more effective model. Some visualization techniques have been proposed including t-SNE model [114] for high dimensional data visualization, and visualization of activations produced by each layer of deep neural network via regularized optimization [115].

5.4. Generic model

The application of deep learning is not bonded to specific machines, thus deep learning models can be a general solution to address manufacturing intelligence problems. Although many improvements including dropout and activation function have been investigated to handle large datasets, it is still challenging to build a high hierarchical model with multi-layers for complex problems. Both the architecture design and hyper-parameter optimizations have significant impacts on the performance of deep learning models. One way to improve the architecture is to increase its width or depth. The determination of the optimal hyper-parameters relies on appropriate optimization algorithms in a computationally efficient way [116]. On the other hand, parallel implementation of deep learning algorithms can be applied to large scale and real time analytics using parallel computing, graphic processing unit (GPU), and Hadoop technology. On the top, setting up the correct problem to be optimized, and choosing appropriate models should be the basis of developing generic models.

5.5. Incremental learning

The deep learning algorithms are not fundamentally built to learn incrementally and are therefore susceptible to the data velocity issues. For a new problem setup, deep learning may need to rebuild the model from scratch and the existing knowledge may be difficult to utilize. Additionally, the data in the new scenarios is also an issue. It is necessary to enable deep learning with incremental learning capabilities. Transfer learning aims to extract the knowledge from one source task and then applies the learned knowledge to a different but related task [117]. It could employ the pre-trained deep learning model from a relevant task for model initialization and fine-tuning to enable knowledge reuse and updating as transferred deep learning. Some previous works focusing on transferred feature extraction/dimensionality reduction have been done. A maximum mean discrepancy (MMD) measure evaluating the discrepancy between source and target domains is added into the target function of deep neural networks [118]. Thus, transferred deep learning is meaningful and promising for smart manufacturing to enable knowledge updating and intelligence upgrading.

6. Conclusions

Deep learning provides advanced analytics and offers great potentials to smart manufacturing in the age of big data. By unlocking the unprecedented amount of data into actionable and
insightful information, deep learning gives decision-makers new visibility into their operations, as well as real-time performance measures and costs. To facilitate advanced analytics, a comprehensive overview of deep learning techniques is presented with the applications to smart manufacturing. Four typical deep learning models including Convolutional Neural Network, Restricted Boltzmann Machine, Auto Encoder, and Recurrent Neural Network are discussed in detail. The emerging research effort of deep learning in applications of manufacturing is also summarized. Despite of the promising results reported so far, there are still some limitations and significant challenges for further exploration.

As the evolution of computing resources (e.g., cloud computing [119–124], fog computing [125,126], etc.), computational intelligence including deep learning may be push into cloud, enabling more convenient and on-demand computing services for smart manufacturing.
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