Calibration-free quantitative analysis of elemental ratios in intermetallic nanoalloys and nanocomposites using Laser Induced Breakdown Spectroscopy (LIBS)

Seyyed Ali Davari¹b,c, Sheng Hu²d, Dibyendu Mukherjeeab,c,

¹ Department of Mechanical, Aerospace, & Biomedical Engineering, University of Tennessee, Knoxville, TN 37996, USA
² Department of Chemical & Biomolecular Engineering, University of Tennessee, Knoxville, TN 37996, USA
³ Nano-BioMaterials Laboratory for Energy, Energetics & Environment (nbml-E3), University of Tennessee, Knoxville, TN 37996, USA

ARTICLE INFO
Keywords:
Laser Induced Breakdown Spectroscopy (LIBS)
Intermetallic nanoalloys
Nanocomposites
Calibration-free
Quantitative analysis

ABSTRACT
Intermetallic nanoalloys (NAs) and nanocomposites (NCs) have increasingly gained prominence as efficient catalytic materials in electrochemical energy conversion and storage systems. But their morphology and chemical compositions play critical role in tuning their catalytic activities, and precious metal contents. While advanced microcopy techniques facilitate morphological characterizations, traditional chemical characterizations are either qualitative or extremely involved. In this study, we apply Laser Induced Breakdown Spectroscopy (LIBS) for quantitative compositional analysis of NAs and NCs synthesized with varied elemental ratios by our in-house built pulsed laser ablation technique. Specifically, elemental ratios of binary PtNi, PdCo (NAs) and PtCo (NCs) of different compositions are determined from LIBS measurements employing an internal calibration scheme using the bulk matrix species as internal standards. Morphology and qualitative elemental compositions of the aforesaid NAs and NCs are confirmed from Transmission Electron Microscopy (TEM) images and Energy Dispersive X-ray Spectroscopy (EDX) measurements. LIBS experiments are carried out in ambient conditions with the NA and NC samples drop cast on silicon wafers after centrifugation to increase their concentrations. The technique does not call for cumbersome sample preparations including acid digestions and external calibration standards commonly required in Inductively Coupled Plasma-Optical Emission Spectroscopy (ICP-OES) techniques. Yet the quantitative LIBS results are in good agreement with the results from ICP-OES measurements. Our results indicate the feasibility of using LIBS in future for rapid and in-situ quantitative chemical characterizations of wide classes of synthesized NAs and NCs.

1. Introduction
A critical bottleneck in the research and development of state-of-the-art electrochemical energy conversion and storage systems (including fuel cells and metal–air batteries) remains in the design of intermetallic nanoalloys (NAs) and nanocomposites (NCs) as efficient catalysts – the main goal being the replacement of precious metals (Pt, Au, Pd etc.) with cheaper transition metal oxides. Specifically, due to the unique physicochemical, structural and electronic characteristics, Pt/Pd-M (M stands for transition metals such as Co, Ni, Fe, Cu, etc.) NAs are regarded as highly promising electrocatalysts for oxygen reduction reaction (ORR) [3–6] and methanol/ethanol/formic acid oxidation reaction [7–9] in fuel cell applications. On another hand, NCs of transitional metal oxides, metal/intermetallic nanoparticles (NPs) in metal oxide matrices (including perovskites) are known to exhibit outstanding bifunctional activities for both ORR and oxygen evolution reactions (OER) [10–13]. However, the critical challenge remains in tailoring the elemental compositions of these NAs and NCs in an effort to tune their atomic lattice properties and in turn, their interfacial catalytic activities as well as precious metal loadings [14–17]. Thus, facile, efficient and, yet accurate chemical characterizations of a wide class of NAs and NCs become imperative for robust and rapid screening of superior catalysts.

Inductively Coupled Plasma Optical Emission Spectroscopy (ICP-OES), and X-ray photoelectron spectroscopy (XPS) have been the conventional analytical techniques of choice for chemical composition characterizations. In spite of the well-established analytical capabilities of ICP-OES and XPS due to the robust instrumentation development and accuracy, they have their own pitfalls in terms of experimental protocols. In the case of ICP-OES, considerable sample preparations
including external calibration standard requirements and rigorous acid digestions for many samples (including intermetallic NPs) prove to be highly problematic and time consuming [18–20]. Besides, many strong acids required for the sample digestions prove to be hazardous and incompatible with the instruments.

Laser Induced Breakdown Spectroscopy (LIBS) is a relatively non-destructive spectrochemical characterization technique, which can address the aforementioned issues in a facile, yet effective manner. Typically, LIBS involves the collection and processing of optical emissions emanating from a high-irradiance pulsed laser tightly focused to generate a high temperature, high pressure micro-plasma containing the analyte of interest [21]. These emissions (ionic, atomic and molecular), collected as spectral signatures, can reveal the constituents and properties of the plasma and hence, the sample. The relatively simple set-up, and minimal sample preparations for LIBS have drawn the attention of analytical researchers in recent years [22]. Moreover, the fast operation and easy data collection of LIBS make it an ideal analytical tool for in-situ studies [23].

In the past, LIBS has found a vast amount of applications in diverse spectral, and elemental studies ranging from combustion [24–26], and environmental/bio-hazard analysis [27–31], to forensics [32], explosives detection [33–35], pharmaceutical [36,37], and biomedical [38,39] applications. Specifically, LIBS has been used for elemental analysis in bulk metallic alloys and composites include bulk steel sample analysis using single and double pulsed lasers [40], and identification of aluminum impurities in zinc-based alloys [41], both of which involve the use of calibration standards. Additionally, analytical measurements combining LIBS and laser-induced fluorescence [42] have been used to establish low detection limits for cobalt in low-alloy steels. In spite of the extensive use of LIBS on bulk alloy analysis, there appears to be a noticeable dearth in its extension toward quantitative analysis of intermetallic NPs, including NAs and NCs. Recently, we have seen a growing interest in the use of LIBS for detailed nanoparticle characterizations that include the exhaustive research by Hahn and his co-workers in the past on the sizing and detailed nanoparticle characterizations [43–45]. Such works have led to continued efforts on the application of LIBS for detecting impurities in iron oxide nano-powders/NCs for both industrial and biomedical applications [46,47], as well as in identifying volume fraction of flame synthesized titania NPs using phase-selective LIBS [48]. More recently, LIBS was also used in distinguishing nanosized carbon materials based on molecular emissions from different graphitic lattices [49]. But, only a handful of works have employed LIBS for elemental analysis of complex intermetallic NPs. These include the in-situ confirmation of CuAg NP synthesis during laser ablation synthesis [50], and detection of Ytterbium (Yb) in cobalt antimony (CoSb) skutterudite voids [51]. While the aforesaid studies carried out some of the foremost spectrochemical characterizations of NPs and nanostructured materials, they have been largely limited to qualitative studies, or at the most, quantitative analysis based on external calibration standards. To this end, Mukherjee et al. [23] had carried out one of the formative studies in developing the calibration-free quantitative LIBS methodology to measure the extent of oxidation on Al nanoparticles. This methodology was later extended and verified for detailed quantitative LIBS characterizations of carbonaceous aerosols and aerosolized drugs [29,36]. To the best of our knowledge, no studies till date have successfully employed LIBS for quantitative elemental analysis of intermetallic NPs that can provide new directions toward future rapid and facile analytical techniques for in-situ chemical characterizations of complex heterogeneous nanomaterials during their large scale synthesis.

We address the aforesaid lapse in the application of LIBS toward rapid and high accuracy elemental characterizations of intermetallic NPs through our current work. It needs to be brought to attention that various calibration-free LIBS techniques have been developed in the past [52–54]. But the current study is specifically built on the earlier studies of Mukherjee et al. [23] to employ the calibration-free quantitative LIBS toward rapid and facile analysis of compositional variations in complex intermetallic NAs/NCs. Specifically, we focus on the elemental composition analysis of PdCo and PtNi NAs, and PtCo NCs synthesized via our recently developed Laser Ablation Synthesis in Solution-Galvanic Replacement Reaction (LASIS-GRR) technique as part of our ongoing research efforts on directed design of intermetallic nanomaterials with low precious metal loadings as efficient ORR electrocatalysts [6,10]. The accuracy of our results from the LIBS measurements will be verified by comparing against the corresponding results from ICP-OES analyses.

2. Experimental details

2.1. Experimental set-up

The experimental set-up is illustrated in Fig. 1. The laser-induced plasma is generated with a Q-switched Nd:YAG laser of nominal wavelength 1064 nm operating at 200 mJ/pulse, and a pulse width of 8 ns (Make: Insight Model: 122551-R). As seen in Fig. 1, the laser is focused with a 25 mm diameter fused silica lens (focal length=35 mm) that generates ~10–15 GW/cm² flux at the focal point on the target surface. The resulting high-energy plasma plume produces a high temperature that can reach up to ~30,000 K. The spot size on the sample is set to 75 µm diameter, which creates a plasma volume with size 1–2 mm³ approximately. Due to the thin film of deposition, one laser shot per spot is collected. But, in order to improve the statistical average of the signal intensity for each analyte of interest, spectral data over approximately 100–150 spots are collected.

The plasma emission is collected with a fiber optic port carrying a collimation-focusing lens pair and placed at 45 degree collection angle (see Fig. 1), which yields the optimum intensity from the plasma volume. The focused light collected via a fiber optic cable is transmitted to a Czerny-Turner spectrometer (Make: Andor Technology; Model: Shamrock - SR-303i-A) with 1200 grooves/mm grating (resolution of 0.1 nm at 500 nm), and a nominal dispersion of 2.58 nm/mm. The slit width is fixed at 100 µm for all experiments carried out here in order to have the optimum spectral line intensity and resolution. A time-gated intensified charge-coupled device (ICCD) detector array (1024×1024 CCD) (Make: Andor Technology; Model: DH334T-18U-E3) detects the spectral lines at the spectrometer exit focal plane. The time gating is synchronized with the laser Q-switch through an in-built timing generator in the ICCD camera set-up.

2.2. Synthesis of NAs and NCs

Co and Ni pellets were provided from Kurt J. Lesker (99.95% purity, 1/4" diameter×1/4" height). K₂PtCl₄ (> 99.9%), Na₉PdCl₄ (> 99.9%) and HCl (37%) samples were purchased from Sigma-Aldrich.
All NA and NC samples for the present study were synthesized using our recently developed LASIS-GRR technique and described elsewhere [6,10,55]. In specific, for the synthesis of PtCo/CoO, NCs, Co target was ablated by the pulsed laser in K<sub>PtCl<sub>4</sub></sub> solutions with different concentrations of 25, 60, 120 mg/l, with the resultant samples marked as PtCo1, PtCo2 and PtCo3 respectively; For the preparation of PtNi and PdCo NCs, K<sub>PtCl<sub>4</sub></sub> (250 mg/l) and Na<sub>2</sub>PdCl<sub>4</sub> (125 mg/l) were used as the salt solutions, while Ni and Co were used as the targets separately. For all NA synthesis, any excess metal oxides were removed by subsequent acid-wash with HCl (pH2) solution as described in our earlier work [6]. Finally, the precipitates from centrifugation were collected and deposited on silicon wafers that were pre-washed with water and ethanol to remove any residues for LIBS analysis. Specifically, around 20 µl of the NP colloidal solutions (50 mg/ml) were dropped casted to make the material loading densities of 1 mg/cm<sup>2</sup> for all the samples. All LIBS tests were carried out at ambient conditions that facilitate a simple and easy execution of the experiments.

2.3. LIBS Methodology

In this study, atomic transition lines are chosen from the NIST Atomic Energy Levels Data Center [2] (wherever available) or from other sources otherwise (as referenced) based on the relative lines strength, and transition probabilities. As Tognoni et al. [56] and Hahn et al. [22] had extensively discussed in previous LIBS studies, generally there are two quantities describing the quality of measurements in LIBS practice, signal-to-noise ratio (SNR) and peak-to-base ratio (PTB). For all samples, (i.e., PtNi, PtCo, PdCo), the optimum gate delays are determined based on the variations of the signal-to-noise ratio (SNR) as a function of gate delays for the respective elemental species to gain maximum accuracy in our results. The SNR is calculated by measuring the peak signal value at the species of interest for a spectral line divided by the noise of the spectra. The PTB ratio (SNR) as a function of gate delays for the respective elemental species is calculated within at longer times of plasma evolution (> 1 µs) had extensively discussed in previous LIBS studies, generally as the salt solutions, while Ni and Co were used as the targets respectively. For all NA synthesis, any excess metal oxides were removed by subsequent acid-wash with HCl (pH2) solution as described in our earlier work [6]. Finally, the precipitates from centrifugation were collected and deposited on silicon wafers that were pre-washed with water and ethanol to remove any residues for LIBS analysis. Specifically, around 20 µl of the NP colloidal solutions (50 mg/ml) were dropped casted to make the material loading densities of 1 mg/cm<sup>2</sup> for all the samples. All LIBS tests were carried out at ambient conditions that facilitate a simple and easy execution of the experiments.

In order to verify the attained results from LIBS, we used the same samples and measured the elemental ratio using ICP-OES. The NAs and NCs are digested using aqua regia solution, and diluted to be used in ICP. Standard cobalt dichloride solution (>99%) and Na<sub>2</sub>PdCl<sub>4</sub> solution (> 99.9%) are used for calibration of PdCo NA. For the PtCo NC standard cobalt dichloride solution (>99%) and K<sub>PtCl</sub> solution (> 99.9%), and for the PtNi NA standard nickel dichloride solution (>99%) and K<sub>PtCl</sub> solution (> 99.9%) are used to calibrate the ICP with respect to the analytes of interest. Then, the standard samples and LASIS-GRR samples are both analyzed with ICP-OES (Perkin Elmer, Optima 4300 DV). Moreover, the morphology, structure and qualitative chemical composition of all the LASIS-GRR products (NAs and NCs) are analyzed with Transmission Electron Microscopy (TEM) images and Energy Dispersive X-ray Spectroscopy (EDX).

3. Results and discussion

3.1. PtNi nanoalloy analysis

Preliminary analysis for the size, structural and compositional characteristics of the PtNi NA samples synthesized via LASIS-GRR are observed from TEM and XRD measurements in Fig. 2. The TEM image in Fig. 2a reveals the largely spherical structures of the PtNi NAs with mean sizes of ~10 nm. Preliminary EDX results also confirm qualitatively that the NPs comprise Pt, and Ni as the main atomic constituents. The high-angle annular dark-field (HAADF) image and the EDX mappings (Fig. 2b-d) indicate that both Pt and Ni are uniformly distributed in the bright spherical NPs, which confirm the formation of PtNi alloy. Moreover, absence of O in Fig. 2e indicates formation of NAs as compared to the metal/metal oxide NPs. The Cu peak in EDX spectrum (Fig. 2f) for the identified spot corresponds to TEM carbon film with copper grids. The EDX spectrum also confirms that all other residual elements from the salts and other chemicals (such as K<sub>2</sub>PtCl<sub>4</sub> and KCl) are washed away during the centrifugation process. Upon qualitative confirmation of the uniform distribution of Pt and Ni from our preliminary characterizations on the NA samples, the sample is drop cast on Si wafers for quantitative LIBS measurements. The atomic emission lines of Pt I (306.47 nm) and Ni I (349.29 nm) used for the population density calculations from quantitative spectral analysis are shown in Table 1. The specific choice of the lines is based on their robust transition probabilities and line strengths, while bearing in mind that their lower energy states are identified as close as possible to the ground states (i.e., E<sub>o</sub> ~0 eV) (see Table 1). Although the aforesaid Pt I and Ni I lines are listed in NIST Spectral Database [2], their detailed properties are referenced from another source [1] due to the lack of detailed information on the Pt lines from the NIST database. The temporal evolution of SNRs for the Pt I (306.47 nm), and Ni I (349.29 nm) transition lines are collected at a fixed gate width of 5 µs, as shown in Fig. 3a and b respectively. Since

changes with time, and its estimation from the Boltzmann plots at different gate delays also result in the estimation of population densities being relative. Therefore, it is essential to calibrate the population densities of the analyte species of interest against those for bulk matrix species at similar plasma conditions to nullify the aforesaid plasma artifacts. To the end, the stoichiometric ratio between any two species X, and Y of interest is finally estimated through the following normalization technique:

\[ R_{\text{norm}} = \frac{[X]}{[Y]} = \frac{[N^X_i] \lambda_i h \Delta E_{ik}}{[N^Y_i] \lambda_i h \Delta E_{ik}} \frac{f \text{exp}(-\Delta E_{ik})}{f \text{exp}(-\Delta E_{ik})} \]
the Ni I (349.29 nm) emission line did not show a clear, distinct peak, a curve fit was used to obtain the optimal gate delay. From these plots, the optimal gate delays are estimated to be 3.5 µs and 5.2 µs for the respective Pt I and Ni I lines. The spectral emission lines for Pt I (306.47 nm), and Ni I (349.29 nm) are illustrated in Fig. 4a & b at the respective gate delays of 3.5 and 5.2 µs respectively. It needs to be pointed out here that the spectral window in Fig. 4a also indicate the presence of other Pt I transition lines at 292.98 nm and 299.8 nm but the 306.47 nm transition line, being the strongest and devoid of any interference from other plasma emission lines, was chosen for all our spectral analysis here. The corresponding plasma excitation temperatures (T\textsubscript{exc}) needed for Pt and Ni atomic number density calculations from spectral analyses (Eq. (1) described earlier in methodology section) are estimated from the respective linear Boltzmann plots at 3.5 and 5.2 µs gate delays, shown as insets in Fig. 4a & b respectively. Here a series of Pt I lines with known robust spectral properties, as listed in Table 2, are chosen for the construction of the aforesaid linear Boltzmann plots. Based on the slopes of the Boltzmann plots (indicated in the insets in Fig. 4a & b), the plasma excitation temperatures are estimated to be 5747 ± 1889 K, and 5556 ± 2019 K at 3.5 and 5.2 µs gate delays respectively. Since our experiments are carried out in ambient conditions, the population densities of the aforesaid analyte

**Table 1**

Atomic spectral database [2] for Pt I and Ni I emission lines used for the population density calculations during quantitative analysis of PtNi NAs.

<table>
<thead>
<tr>
<th>Species</th>
<th>Wavelength, ( \lambda ) (nm)</th>
<th>Transition probability, ( A ) (10(^6) 1/s)</th>
<th>Upper energy level, ( E_k ) (eV)</th>
<th>Lower energy level, ( E_i ) (eV)</th>
<th>( g_k )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ni I</td>
<td>349.29</td>
<td>98</td>
<td>3.66</td>
<td>0.11</td>
<td>3</td>
</tr>
<tr>
<td>Pt I</td>
<td>306.47</td>
<td>67</td>
<td>3.914</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>O I</td>
<td>777.19</td>
<td>36.9</td>
<td>10.741</td>
<td>9.146</td>
<td>7</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
| a From reference [1].
| b Used for the internal calibration standard.

Fig. 2. (a) respective TEM image for PtNi NAs/ the inset indicates the corresponding electron distribution pattern. (b) HAADF image and (c–e) EDX elemental mapping for Pt, Ni, O respectively, (f) EDX spectrum at the identified spot (*) in (b).

Fig. 3. Temporal evolution of signal-to-noise ratio for (a) Pt I (306.47 nm), and (b) Ni I (349.29 nm) over time. The optimal gate delays were determined to be 3.5 µs and 5.2 µs for the peak signal-to-noise ratio for Pt I (306.47 nm), and Ni I (349.29 nm) respectively.
species are normalized with those of oxygen atoms estimated from the atomic emission line of $\text{O I (777.19 nm)}$. Here, we have considered the background bulk oxygen species as the internal calibration standard as discussed in details in the LIBS methodology section earlier. Thus, using Eq. (2), the quantitative estimation for $[\text{Pt}]$ and $[\text{Ni}]$ is obtained from the following normalizations of Pt and Ni atomic number densities at the respective gate delay times as indicated below:

$$R = \frac{\text{Number Density of Pt}}{\text{Number Density of Ni}} = \frac{N_{\text{Pt I (306.47 nm)}}}{N_{\text{Ni I (349.29 nm)}}} \times \frac{A_{\text{Pt I (306.47 nm)}}}{A_{\text{Ni I (349.29 nm)}}} \times \frac{E_{\text{Pt I (306.47 nm)}}}{E_{\text{Ni I (349.29 nm)}}}$$

$$= \frac{\text{Normalized Energy}}{\text{Normalized Energy}}$$

$$= \frac{4.4 \times 10^4}{4.8 \times 10^4}$$

$$= \frac{5.2 \times 10^4}{5.2 \times 10^4}$$

$$= \frac{4.4 \times 10^4}{4.8 \times 10^4}$$

$$= \frac{5.2 \times 10^4}{5.2 \times 10^4}$$

$$= 3.5 \mu s$$

$$= 5.2 \mu s$$

Based on the aforesaid expression, the stoichiometric value is estimated to be $[\text{Pt}] / [\text{Ni}] = 4.56 \pm 0.8$. The error is calculated based on the error propagation analysis due to uncertainty in SNR, and plasma excitation temperatures ($T_{\text{exc}}$).

### PtCo nanocomposites analysis

As before, the structure, and composition of the samples are verified first from TEM and EDX measurements in Fig. 5, with the TEM image (Fig. 5a) distinctly indicating the spherical NPs dispersed in a matrix of "sponge-shaped" nanostructures. The mean sizes of the NPs are estimated to be ~5–10 nm. Furthermore, the elemental distribution of the sample, as characterized from HAADF image (Fig. 5b) along with the EDX mappings (Fig. 5b-e), indicate the presence of Co, Pt, and O respectively for the dark field images from Fig. 5b. It confirms existence of both Pt and Co in the spherical structures, and hence the formation of PtCo NAs in the bright NPs in HAADF image (Fig. 5b). Concurrently, Co is detected within the non-spherical structures (Fig. 5d), while O is almost uniformly distributed in the entire grid of the EDX mapping (Fig. 5e). The same is also corroborated by the respective EDX spectra in Fig. 5f corresponding to the sample areas indicated as (*) and (#) in Fig. 5b. Therefore, it can be qualitatively concluded that the samples are largely composed of NCs of PtCo NAs in CoOx matrices. Further investigations on the quantitative elemental analyses of the PtCo NC samples are carried out from LIBS characterizations. The Pt I (306.47 nm) line used here for all spectral calculations is the same one as used before for the PtNi case study. The cobalt atomic transition line Co I (345.35 nm) is chosen based on the transition probability and line strength as reported in details in Table 3[2]. In this case, the temporal evolution plots for SNRs
Fig. 6 indicate that for both Pt I (306.47 nm) and Co I (345.35 nm) lines, the optimal gate delays appear at 4 µs for the fixed gate width of ~5 µs. To establish the accuracy and robustness of the quantitative LIBS technique, three different samples with varying stoichiometric compositions of PtCo NCs (PtCo1, PtCo2, and PtCo3 as prepared using the LASiS-GRR technique, and described earlier in the experimental details section) are analyzed here. Fig. 7 illustrates the characteristic emission spectra of Pt I (306.47 nm), and Co I (345.35 nm) at 4 µs gate delay at different emission windows, which reveals other emission lines of both Pt and Co at the corresponding windows. Both Pt I (306.47 nm) and Co I (345.35 nm) indicate the highest intensity values, as it was expected due to their greater transition probabilities, and emission

### Table 3

<table>
<thead>
<tr>
<th>Species</th>
<th>Wavelength, λ&lt;sub&gt;i&lt;/sub&gt; (nm)</th>
<th>Transition probability, A&lt;sub&gt;i&lt;/sub&gt; ( 10^{6} \text{ s}^{-1} )</th>
<th>Upper energy level, E&lt;sub&gt;i&lt;/sub&gt; (eV)</th>
<th>Lower energy level, E&lt;sub&gt;g&lt;/sub&gt; (eV)</th>
<th>g&lt;sub&gt;i&lt;/sub&gt;</th>
<th>g&lt;sub&gt;g&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Co I</td>
<td>345.35</td>
<td>110</td>
<td>4.026</td>
<td>0.432</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>Pt I</td>
<td>306.47</td>
<td>67</td>
<td>3.914</td>
<td>0</td>
<td>5</td>
<td>7</td>
</tr>
</tbody>
</table>

* From reference [1].

Fig. 5. (a) respective TEM image for PtCo NC, (b) HAADF image and (c-e) EDX elemental mapping for Pt, Co, O respectively, (f) EDX spectra at the respective spots identified as (*) and (#) in (b).

Fig. 6. Temporal evolution of signal-to-noise ratio for (a) Pt I (306.47 nm), and (b) Co I (345.35 nm) over time. The optimal gate delays were determined to be 4 µs for both Pt I (306.47 nm) and Co I (345.35 nm) for the peak signal-to-noise ratio for Pt I (306.47 nm), and Co I (345.35 nm) respectively.
K) for the three samples, as estimated from the slopes of the linear fits in Fig. 8a-c, are found to be 3682 ± 357 K (PtCo1), 4645 ± 685 K (PtCo2), and 5061 ± 559 K (PtCo3) at 4 µs gate delay times. It should be noted here that since the optimum gate delays for both Pt I (306.47 nm), and Co I (345.35 nm) occur at 4 µs, we could not use the same atomic density of bulk oxygen for normalizing the population densities of both Pt and Co as they would simply cancel each other out. Therefore, we had to resort to a similar technique employed earlier by Mukherjee et al. [29] in employing a series of different transition lines of the analyte species itself as the internal calibrator for the normalization process. Table 4 lists all the Pt and Co lines used for the aforesaid normalization. In line with our earlier calculations, the estimated quantitative stoichiometric ratio of \( \frac{[Pt]}{[Co]} \) is obtained as:

\[
R_{\text{stoich}} = \frac{[Pt]}{[Co]} = \frac{[N]_{\text{Pt I (306.47 nm)}}}{[N]_{\text{Co I (345.35 nm)}}}
\]

In this case, the estimated \( \frac{[Pt]}{[Co]} \) ratios for the samples are found to be: 1.13 ± 0.14 (PtCo1), 1.29 ± 0.19 (PtCo2), and 1.19 ± 0.14 (PtCo3). The uncertainties in SNRs, and plasma temperatures (\( T_{\text{exc}} \)) are considered for the error propagations here.

### 3.3. PdCo nanoalloy analysis

Finally, we also extended the aforesaid LIBS technique for investigating palladium cobalt (PdCo) nanoalloys synthesized via the LASiS-GRR process. The TEM and EDX measurements once again indicate the samples to comprise spherical NPs with mean sizes ~5–10 nm (TEM image in Fig. 9a), while the HAADF image in Fig. 9b along with EDX mappings for Pd, Co, O indicate that the NPs are mainly composed of Pd (Fig. 9c) with a very low atomic density of Co. Moreover, unlike the PtCo NCs reported earlier, an extremely low O distribution here confirms the formation of NAs in this case (Fig. 9e). The almost negligible O peak in EDX spectra also corroborates the same, while the relatively low Co peak (Fig. 9f), as compared to the Pd peak, qualitatively indicate the low Co to Pd ratios in the PdCo NAs. For the detailed quantitative LIBS analysis, we chose the same Co atomic transition line of Co I (345.35 nm) [2] as also used in our earlier case study of PtCo NAs. On the other hand, the Pd I (360.95 nm) [2] line chosen for the population density analysis is based on the transition strengths. The plasma temperatures at 4 µs gate delay times are estimated based on a linear fit to the Boltzmann plot generated from the same series of Pt I emission lines as reported earlier in Table 2. Fig. 8a-c indicates the corresponding Boltzmann plots along with the respective linear fits for the three different samples (PtCo1, PtCo2, PtCo3 respectively) under study here. The plasma temperatures \( T_{\text{exc}, K} \) for the three samples, as estimated from the slopes of the linear fits in Fig. 8a-c, are found to be 3682 ± 357 K (PtCo1), 4645 ± 685 K (PtCo2), and 5061 ± 559 K (PtCo3) at 4 µs gate delay times. It should be noted here that since the optimum gate delays for both Pt I (306.47 nm), and Co I (345.35 nm) occur at 4 µs, we could not use the same atomic density of bulk oxygen for normalizing the population densities of both Pt and Co as they would simply cancel each other out. Therefore, we had to resort to a similar technique employed earlier by Mukherjee et al. [29] in employing a series of different transition lines of the analyte species itself as the internal calibrator for the normalization process. Table 4 lists all the Pt and Co lines used for the aforesaid normalization. In line with our earlier calculations, the estimated quantitative stoichiometric ratio of \( \frac{[Pt]}{[Co]} \) is obtained as:

\[
R_{\text{stoich}} = \frac{[Pt]}{[Co]} = \frac{[N]_{\text{Pt I (306.47 nm)}}}{[N]_{\text{Co I (345.35 nm)}}}
\]

In this case, the estimated \( \frac{[Pt]}{[Co]} \) ratios for the samples are found to be: 1.13 ± 0.14 (PtCo1), 1.29 ± 0.19 (PtCo2), and 1.19 ± 0.14 (PtCo3). The uncertainties in SNRs, and plasma temperatures (\( T_{\text{exc}} \)) are considered for the error propagations here.

### 3.3. PdCo nanoalloy analysis

Finally, we also extended the aforesaid LIBS technique for investigating palladium cobalt (PdCo) nanoalloys synthesized via the LASiS-GRR process. The TEM and EDX measurements once again indicate the samples to comprise spherical NPs with mean sizes ~5–10 nm (TEM image in Fig. 9a), while the HAADF image in Fig. 9b along with EDX mappings for Pd, Co, O indicate that the NPs are mainly composed of Pd (Fig. 9c) with a very low atomic density of Co. Moreover, unlike the PtCo NCs reported earlier, an extremely low O distribution here confirms the formation of NAs in this case (Fig. 9e). The almost negligible O peak in EDX spectra also corroborates the same, while the relatively low Co peak (Fig. 9f), as compared to the Pd peak, qualitatively indicate the low Co to Pd ratios in the PdCo NAs. For the detailed quantitative LIBS analysis, we chose the same Co atomic transition line of Co I (345.35 nm) [2] as also used in our earlier case study of PtCo NAs. On the other hand, the Pd I (360.95 nm) [2] line chosen for the population density analysis is based on the transition strengths. The plasma temperatures at 4 µs gate delay times are estimated based on a linear fit to the Boltzmann plot generated from the same series of Pt I emission lines as reported earlier in Table 2. Fig. 8a-c indicates the corresponding Boltzmann plots along with the respective linear fits for the three different samples (PtCo1, PtCo2, PtCo3 respectively) under study here. The plasma temperatures \( T_{\text{exc}, K} \) for the three samples, as estimated from the slopes of the linear fits in Fig. 8a-c, are found to be 3682 ± 357 K (PtCo1), 4645 ± 685 K (PtCo2), and 5061 ± 559 K (PtCo3) at 4 µs gate delay times. It should be noted here that since the optimum gate delays for both Pt I (306.47 nm), and Co I (345.35 nm) occur at 4 µs, we could not use the same atomic density of bulk oxygen for normalizing the population densities of both Pt and Co as they would simply cancel each other out. Therefore, we had to resort to a similar technique employed earlier by Mukherjee et al. [29] in employing a series of different transition lines of the analyte species itself as the internal calibrator for the normalization process. Table 4 lists all the Pt and Co lines used for the aforesaid normalization. In line with our earlier calculations, the estimated quantitative stoichiometric ratio of \( \frac{[Pt]}{[Co]} \) is obtained as:

\[
R_{\text{stoich}} = \frac{[Pt]}{[Co]} = \frac{[N]_{\text{Pt I (306.47 nm)}}}{[N]_{\text{Co I (345.35 nm)}}}
\]

In this case, the estimated \( \frac{[Pt]}{[Co]} \) ratios for the samples are found to be: 1.13 ± 0.14 (PtCo1), 1.29 ± 0.19 (PtCo2), and 1.19 ± 0.14 (PtCo3). The uncertainties in SNRs, and plasma temperatures (\( T_{\text{exc}} \)) are considered for the error propagations here.
probability and line strength as listed in Table 5. In this case, the optimal gate delay values for Pd I (360.95 nm), and Co I (345.35 nm) transition lines, determined from temporal evolution of their respective SNRs, are estimated to be 3 µs, and 7 µs for a fixed gate delay of 5 µs (as indicated Fig. 10a & b). As seen from Fig. 11a & b, both Pd I and Co I lines in this case provide the added advantage of being situated in the same spectral window. But, as expected here, the LIBS emission lines for Pd I (360.95 nm) at both 3 and 7 µs gate delay times indicate a much stronger spectral signature as compared to those for Co (see Fig. 11a & b). This clearly indicates the elemental concentration of Pd to be significantly higher than that for Co in the as-synthesized PdCo NAs. It is worth mentioning that although the Co I (345.35 nm) absolute emission intensity at 3 µs is slightly higher than the corresponding value at 7 µs, the SNR is significantly lower due to the higher background noise at earlier delay times. In the choice of emission lines of the analyte species themselves for the normalization process in this case, we had to judiciously use different Pd I lines only due to the weak signatures of the Co I lines. It should also be noted here that the rapid disappearance of oxygen emission lines, O I (777.19 nm) at later delay times made it not possible for us to use atomic densities as estimated from O I (777.19 nm) line at 7 µs gate delay time for the normalization process. Thus, Table 6 lists all the Pd I atomic transition lines used for the normalization technique here. The identification of a series of strong Pd I emission lines, as listed in Table 6, also enabled us to use the same lines for plasma temperature calculations from the linear Boltzmann plots (as described earlier) at the respective delay times of 3 µs and 7 µs. The corresponding plasma temperatures are reported to

Table 5

<table>
<thead>
<tr>
<th>Species</th>
<th>Wavelength, λ_ki (nm)</th>
<th>Transition probability, A_ki (10^4 1/s)</th>
<th>Upper energy level, E_k (eV)</th>
<th>Lower energy level, E_i (eV)</th>
<th>g_k</th>
<th>g_i</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd I</td>
<td>360.95</td>
<td>82</td>
<td>4.395</td>
<td>0.961</td>
<td>7</td>
<td>5</td>
</tr>
<tr>
<td>Co I</td>
<td>345.35</td>
<td>110</td>
<td>4.026</td>
<td>0.432</td>
<td>12</td>
<td>10</td>
</tr>
</tbody>
</table>

Fig. 9. (a) respective TEM image for PdCo NA, (b) HAADF image and (c–e) EDX elemental mapping for Pd, Co, O respectively, (f) EDX spectrum at the identified spot (*) in (b).

Fig. 10. Temporal evolution of signal-to-noise ratio for (a) Co I (345.35 nm), and (b) Pd I (360.95 nm) over time. The optimal gate delays were determined to be 3 µs and 7 µs for the peak signal-to-noise ratio for Pd I (360.95 nm), and Co I (345.35 nm) respectively.
be 4184 ± 554 K, and 3076 ± 285 K respectively. Finally, similar to the methodology explained earlier, the estimated quantitative stoichiometric ratio of $[\text{Co}] / [\text{Pd}]$ is obtained as:

$$R = \frac{\text{Co}}{\text{Pd}} = \frac{\text{N}_\text{Co}}{\text{N}_\text{Pd}}$$

The estimated stoichiometric ratio for PdCo nanoalloys is 0.06 ± 0.005. The low amount of cobalt in the nanoalloy is in agreement with the EDX results, which had also qualitatively indicated a low distribution of cobalt in the nanoalloy. Furthermore, the results in this case demonstrate the resolution of our quantitative LIBS methodology in estimating trace level elemental ratios in alloyed nanoparticles.

### 3.4. Comparison with ICP-OES

In this section, we verify our current LIBS results for the quantitative elemental ratios of the NA/NC samples studied here by comparing against the corresponding results obtained from standard ICP-OES measurements. To this end, Table 7 lists the comparisons between values for the elemental ratios of PtNi, PtCo1, PtCo2, PtCo3 and PdCo samples as obtained from LIBS and ICP-OES analyses. For ease of comparison and understanding, Fig. 12 plots the LIBS results for the aforesaid estimated elemental stoichiometric ratios against those obtained from ICP measurements. Here, the black dashed line represents the ideal one-to-one correlation between the LIBS and ICP-OES results. As can be observed from Fig. 12, the LIBS results are in good agreement with the values predicted from ICP-OES results. It needs to be highlighted here that we purposely chose to work with intermetallic nanomaterials that were synthesized with widely varying elemental ratios (~0.04-6.00) in order to test the robustness and accuracy of the

<table>
<thead>
<tr>
<th>Sample</th>
<th>PtNi</th>
<th>PtCo1</th>
<th>PtCo2</th>
<th>PtCo3</th>
<th>PdCo</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elemental ratio</td>
<td>[Pt]/[Ni]</td>
<td>[Pt]/[Co]</td>
<td>[Pt]/[Co]</td>
<td>[Pt]/[Co]</td>
<td>[Pt]/[Co]</td>
</tr>
<tr>
<td>LIBS</td>
<td>4.55</td>
<td>1.13</td>
<td>1.29</td>
<td>1.19</td>
<td>0.06</td>
</tr>
<tr>
<td>ICP-OES</td>
<td>5.16</td>
<td>0.71</td>
<td>1.03</td>
<td>1.35</td>
<td>0.04</td>
</tr>
</tbody>
</table>

### Table 6

Atomic spectral database [2] for Pd atomic emission lines used for plasma temperature calculations and internal calibrations at 3 µs, 7 µs for spectral analysis of PdCo NAs.

<table>
<thead>
<tr>
<th>Species</th>
<th>Wavelength, $\lambda_{ki}$ (nm)</th>
<th>Transition probability, $\lambda_{ki}$ (10$^{-6}$/s)</th>
<th>Upper energy level, $E_{ki}$ (eV)</th>
<th>Lower energy level, $E_i$ (eV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pd I</td>
<td>247.64</td>
<td>11.8</td>
<td>5.0059028</td>
<td>0</td>
</tr>
<tr>
<td>Pd I</td>
<td>276.31</td>
<td>16.9</td>
<td>4.8858322</td>
<td>0</td>
</tr>
<tr>
<td>Pd I</td>
<td>324.26</td>
<td>77</td>
<td>4.6362556</td>
<td>0.8138506</td>
</tr>
<tr>
<td>Pd I</td>
<td>346.07</td>
<td>30</td>
<td>4.3954187</td>
<td>0.8138506</td>
</tr>
<tr>
<td>Pd I</td>
<td>351.69</td>
<td>103</td>
<td>4.4858322</td>
<td>0.9615006</td>
</tr>
<tr>
<td>Pd I</td>
<td>360.95</td>
<td>820</td>
<td>4.3954187</td>
<td>0.9615006</td>
</tr>
</tbody>
</table>

Fig. 11. Spectral emission signature for Pd I (360.59 nm), and Co I (345.35 nm) lines at (a) 3 µs, and (b) 7 µs gate delays / Inset shows the linear Boltzmann plots generated from Pd I lines listed in Table 6, and used for $T_{exc}$ calculations at the respective gate delays of 3 µs and 7 µs.

Fig. 12. Comparison of the quantitative elemental ratios, as estimated from LIBS and ICP-OES measurements, for the different NAs and NCs under study.
quantitative LIBS analysis for characterizing NPs with a wide range of intermetallic compositions. The error bars in the LIBS have been calculated based on the error propagations due to uncertainties in plasma temperatures (T_{\text{plas}}), and shot-to-shot variations in the laser-induced plasma. It is worth mentioning that the samples with larger standard experimental errors indicated larger uncertainties. However, the relative standard errors remained almost the same for the various samples with different elemental ratios. In regards to the slight variations in the LIBS results from the ICP-OES measurements as observed from Table 7 in some of the cases, one needs to bear in mind that the accuracy of quantitative LIBS analysis has an exponential dependence on the calculated plasma temperatures. Furthermore, self-absorptions can also affect the collected emission intensities and consequently the calculated temperatures. To this end, typically purging neutral gases such as argon and specially helium can thin the plasma considerably thereby reducing the self-absorption effects. However, our focus in this current study is on establishing the robustness and relative accuracy of LIBS for rapid and facile quantitative characterizations of intermetallic NPs, all our experiments were carried out under ambient conditions. Thus, considering the minimal sample preparation steps along with the simplicity and rapidity of quantitative spectral analysis offered by LIBS, the deviations of our current results are satisfactory.

4. Conclusion

In this study, we demonstrate the application of LIBS for quantitative chemical characterizations of intermetallic nanomaterials (NMs), and nanocomposites (NCs) with sizes < 10 – 15 nm synthesized as electrocatalysts via our in-house developed laser ablation technique (LASSiS-GRR). We employ an internal calibration methodology that involves effective normalizations of the analyte species densities by bulk species densities, both estimated from atomic emission lines at identical laser-induced plasma conditions, to carry out quantitative spectral analysis without the need for any external standards. The results from LIBS are in good agreement with those measured from ICP-OES. The minimal sample preparations and rapid measurement capabilities of LIBS, as compared to the time consuming steps and extensive acid digestion procedures involved with ICP-OES measurements, make it an ideal candidate for quantitative spectrochemical analysis of heterogeneous nanomaterials. Specifically, our results establish the promising potential of LIBS as the future analytical technique of choice for facile and rapid screening of intermetallic nanomaterials designed with tailored structures and compositions.
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