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ABSTRACT

The cortical layers are a fingerprint of brain development, function, connectivity and pathology. Obviously, the formation of the layers and their composition is essential to cognition and behavior. The layers were traditionally measured by histological means but recent studies utilizing MRI suggested that T1 relaxation imaging consist of enough contrast to separate the layers. Indeed extreme resolution, post mortem, studies demonstrated this phenomenon. Yet, one of the limiting factors of using T1 MRI to visualize the layers in neuroimaging research is partial volume effect. This happen when the image resolution is not high enough and two or more layers resides within the same voxel. In this paper we demonstrate that due to the physical small thickness of the layers it is highly unlikely that high resolution imaging could resolve the layers. By contrast, we suggest that low resolution multi T1 mapping conjugate with composition analysis could provide practical means for measuring the T1 layers. We suggest an acquisition platform that is clinically feasible and could quantify measures of the layers. The key feature of the suggested platform is that separation of the layers is better achieved in the T1 relaxation domain rather than in the spatial image domain.

Introduction

The cortical layers are assumed to play an important role in brain function, development and pathology. The layout of the layers not only defines the anatomical location of different brain regions but also affects their functions (Kandel et al., 2000). The layers are formed through brain development while neurons migrate to form the cortex (Kandel et al., 2000). Through that migration process, cortical connections are formed, hence the formation of the layers also affects brain connectivity. The layers are defined by the arrangement and density of neurons (cyto-architecture) and myelin (myelo-architecture) in the cortex (Brodman and Garey, 1999). With that definition, the common quantitative measure of the layers is their thickness and its variation across the cortex (Brodman and Garey, 1999; Vogt, 1911; von Economo and Koskinas, 1925). Yet the cyto- and myelo-architectonic layer thickness can be measured only with histological measures, which were used to demonstrate that the layout of the layers (both composition and thickness) overlaps with the functional representation of cortical regions. It was also demonstrated that abnormal layer composition leads to functional deficits and cognitive impairments (Hof et al., 1996; Kalus et al., 1997; Kordower et al., 2001; Masliah et al., 1991).

Despite the assumed great importance of the layers, as no state-of-the-art in vivo imaging bio-markers of the layers exist, large population studies on the layers role in cognition, behavior, brain physiology and neurodegeneration are limited. While fMRI and Voxel-based-morphometry (VBM) provide information on cortical function and thickness across groups of subjects (typically where the cortex width is represented by 2–4 voxels), none of these methods are measured in a resolution that allows visualization of the layers. Recently, meso-scale resolution MRI of brain function or anatomy, typically using high field MRI, allowed rough localization (of various parameters from BOLD response to susceptibility and diffusion properties) within the cortical stripe from inner (close to the WM) to outer (close to the CSF) parts of the cortex (Barazany and Assaf, 2011; Barbier et al., 2002; Duyn et al., 2007; Koopmans et al., 2010; Leuze et al., 2012; Öhman et al., 2012). Of specific interest was the use of T1 contrast to estimate myelin content along the cortical surface as a neuro-anatomical and functional indicator for differences between brain regions and cortical sub-
structures (Dinse et al., 2015; Fracasso et al., 2016; Goncalves et al., 2015; Lutti et al., 2014; Sereno et al., 2013). The understanding that investigation of the layers might reveal more detailed information on brain function triggered, from the early days of MRI, research aimed to find which MRI contrast demonstrates best the layers (Barbier et al., 2002; Clark et al., 1992; Eickhoff et al., 2005; Walters et al., 2003). These kinds of studies focused on excised tissue where extreme image resolution can be obtained at hours of scanning and on striate cortex where the heavily myelinated layer 4 (stripe of Gennari) can be easily detected (Barazany and Assaf, 2011; Barbier et al., 2002; Clare and Bridge, 2005; Turner et al., 2008). It was found that T1 and T2 weighted contrasts enable demonstration of the layers probably due to differences in the myelin content across the layers. Over the years T1 contrast was preferred over T2 as the differences in T1 spread over a much larger scale and the contrast in T1 (especially with inversion recovery (IR) sequence) is much higher. Despite this promising observation, one of the challenges in cortical layer imaging is to go beyond the level of the striate cortex and provide a robust framework that will enable characterization of all the layers for the entire brain and in-vivo (Barazany and Assaf, 2011). Additional studies assumed that T1 values within the cortex are correlated with the layers myelin content (Dinse et al., 2015; Fracasso et al., 2016; Lutti et al., 2014; Sereno et al., 2013). These studies showed that high resolution quantitative T1 MRI can provide additional insight into cortical anatomy and provide new means to investigate the cortex. Yet, it should be noted that even the highest resolution MRI can achieve (sub-millimeter) does not allow visualization of the layers but rather estimation of various gross factors related to the layers (e.g. myelination content).

In recent years, with the advances in high magnetic field scanners, it was speculated that in-vivo sub-millimeter imaging of the human brain will enable cortical layer characterization. Several studies used T1 contrast to explore the cortical layers providing additional proof that T1 contrast is highly sensitive to the layer composition, implying that even higher resolution will enable better characterization of the layers (Barazany and Assaf, 2011; Geyer et al., 2011; Turner et al., 2008). In this paper we argue that extreme resolution MRI will not allow adequate and reasonable characterization of the layers. We note that as the cortex is only 2–4 mm thick (and in many regions some layers’ width is even less than 200 μm), the minimum MRI resolution to adequately resolve the layers should be in the order of tens of microns for the entire brain. Such acquisition resolution cannot be currently achieved and therefore partial volume effects (PVE) is the main obstacle for comprehensive and robust cortical layer imaging. In this paper we demonstrate an alternative approach to resolve PVE in cortical layer imaging using composition analysis of multi T1 components within a voxel. We show, across species, that in vivo imaging of the layers can be achieved with good separation between the layers, for the whole brain and with reasonable scanning time. We suggest that separation between the layers cannot be achieved by means of increased resolution, but rather by composition analysis in the T1 time domain.

Methods

In this work we have compared 4 experiments: high vs. low resolution on human and rat samples. A comparison between all experimental conditions is given in details in Table 1 and in the text below.

Human experiments

Subjects

33 healthy subjects (age range 25–35) recruited for this study, 15 (8 males, 7 females) of them were scanned in the high-resolution experiment (see details below) and 18 (10 males, 8 females) for the low-resolution experiment (see details below). Subjects were neurologically and radiologically healthy with no history of neurological diseases. The imaging protocol was approved by the institutional review boards of Tel Aviv Sourasky Medical Center, Sheba Medical Center and Tel Aviv University. All subject signed informed consent before enrollment in the study.

Acquisition

We have used 2 different protocols to demonstrate the ability of T1 weighted MRI to characterize the layers:

1. A high resolution protocol that included a series of inversion recovery prepared fast spin echo images acquired at resolution of T1 = 0.43×0.43×1.5 mm3 (matrix size of 512×384 reconstructed to 512×512) covering the left hemisphere in the sagittal plane (data taken from: Barazany and Assaf, 2011). These experiments were scanned on a 3T Signa general electric scanner (GE Healthcare, Milwaukee, WI) with an 8-channel RF coil. TR/TE were 11,000/14 ms and 7 inversion times (TIs) (230, 432, 575, 760, 920, 1080 ms). The acquisition time for the inversion recovery acquisition protocol lasted 45 min. In addition we have scanned a spoiled gradient recalled echo (SPGR) (TR/TE/TI/Flip angle=9.3 ms/3.8 ms/450 ms/13°) at resolution of 1x1x1 mm3 as an anatomical reference with high grey/white matter contrast.

2. A low resolution protocol that included a series of inversion recovery prepared echo planar images acquired at resolution of 3x3x3 mm3 in the axial plane covering the entire brain. These experiments were scanned on a 3T Magneton Siemens Prisma (Siemens Medical Solutions, Erlangen, Germany) scanner with a 64-channel RF coil and the following parameters: TR/TE=10000/30 ms and 107 inversion times spread between 50 ms up to 3000 ms), GRAPPA factor of 2 with matrix size of 68×68. The acquisition time for the inversion recovery data set was approximately 20 min. In addition we have scanned MPRAGE sequence (TR/TE=1750/2.6 ms, TI=900 ms) at resolution of 1x1x1 mm3 as an anatomical reference with high grey/white matter contrast.

Rat experiments

An excised male rat brain aged 20 weeks (Wistar, Harlan labs), formalin fixated was scanned on a 7T/30 Bruker Biospec scanner (Bruker, Karlsruhe, Germany) with a transmit volume coil and quadrature surface coil as receiver. As in the human experiment we used two protocols:

1. A high resolution a 3D inversion recovery prepared fast spin echo with the following parameters: TR=4000 ms, TE=5.92 ms (with 16 echoes train length resulting in effective TE of 29 ms), TIs varied from 100 ms to 3000 ms in 18 steps, 2 averages with cubic image resolution of 110 μm3. The acquisition time for each TI was 42 min and the total scanning time was about 16 h.

2. Low-resolution 3D inversion recovery prepared fast spin echo with 60 inversion times spread between 100 and 3000 ms with high sampling rate around the TIs that nulls the GM layers. The resolution was 510 μm cubic with TR of 4000 ms and TE of 4.9 ms (effective TE of 41.4 ms). The acquisition time for each TI was 80 s and the total acquisition time was 80 min.

Image analysis

The IR datasets (either human or rats) were fitted to the conventional inversion recovery decay function (Barral et al., 2010) (using an in-house code written in MatLab, (Mathworks, Natick, MA)) with possible multiple T1 components, on a voxel-by-voxel basis:
\[ M(TI) = \sum_j M_0 \cdot (1 - e^{-TI/T_1}) \]  

(1)

where \( M(TI) \) is the magnetization at the \( i \)-th inversion recovery image, \( M_0 \) is the predicted magnetization at \( TI=0 \) ms for each T1 component \( (j) \) in the voxel, and \( T_1 \) is the longitudinal relaxation time for each T1 component. \( j \) was set to 1 for the high resolution experiments and to 7 for the low resolution experiments. In the low-resolution experiment, \( j \) was set to 7 following the assumptions that there are 7 T1 components in the tissue – 1 for CSF, 1 for WM and heavily myelinated layer of the cortex and additional 5 cortical layers.

Calculation of the T1 component probability maps

A histogram of the whole brain T1 values was used to compute T1-component probability maps. A Gaussian mixture model was used to fit the whole brain T1 values (here we used the gmdistribution fit function in Matlab). Using a Bayesian index criterion (BIC) we found that the best fit the T1-histogram provides 7 or 8 distinct T1 components (presumably 1 for CSF, 1 for WM and 5–6 for GM). Fig. 1 shows such analysis for the entire dataset: high resolution (A and C) vs low-resolution (B and D) and human (A and B) compared with rat (C and D). In general we found 7 Gaussian classes: 1 for white matter and layer 6 (with T1 values lower than ~600 ms), 5 for additional gray matter layers (noted L 1–5) and one for CSF (not shown on graph).

Based on the Gaussian mixture analysis we could compute the probability of each voxel to be assigned as each of the classes. Eventually it was possible to create class specific probability maps. Therefore, each image voxel, regardless of the acquisition resolution, is represented by a vector of the abovementioned T1 class’s probabilities. To visualize this information we projected the T1 class probabilities onto a surface representation of the brain. Another way we used to visualize the data is by clustering. K-means clusters employed to segment the cortex to the different layers based on the class probability and location along the cortex (\( k \) was set to 7 or 8 based on the number

**Table 1**

<table>
<thead>
<tr>
<th>Experiment</th>
<th>Low-res rat</th>
<th>High-res rat</th>
<th>Low-res human</th>
<th>High-res human</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnet</td>
<td>7T Biospec Bruker</td>
<td>3T Siemens Prisma</td>
<td></td>
<td></td>
</tr>
<tr>
<td>TR</td>
<td>4,000 ms</td>
<td>4,000 ms</td>
<td>11,000 ms</td>
<td>10,000 ms</td>
</tr>
<tr>
<td>TE (eff. TE)</td>
<td>4.9 (41.4) ms</td>
<td>5.92 (29) ms</td>
<td>30 ms</td>
<td>14 ms</td>
</tr>
<tr>
<td>TI range$^a$</td>
<td>50–3000 ms</td>
<td>100–3000 ms</td>
<td>50–3000 ms</td>
<td>230–1380 ms</td>
</tr>
<tr>
<td>No. of TI measurements</td>
<td>60</td>
<td>18</td>
<td>107</td>
<td>7</td>
</tr>
<tr>
<td>Resolution</td>
<td>0.51×0.51×0.51 mm$^3$</td>
<td>0.11×0.11×0.11 mm$^3$</td>
<td>3x3x3 mm$^3$</td>
<td>0.43×0.43×1.5 mm$^3$</td>
</tr>
</tbody>
</table>

$^a$ The full list of TIs is given in the Supplementary information.

![Fig. 1. T1 histograms of the different experiments performed in this study. (A) Histogram of T1 values for the entire brain of the high resolution human experiments. The histogram demonstrate a mixture of Gaussians with the gray lines indicates the histograms for each subject and the black line – the average of all subjects. The arrows are used for visual guidance on the centers of the different Gaussian classes (1–6 for gray matter and their layer classification). It is interesting to note that there is increased variability across subject especially at the low-T1 range (lower layers of the cortex and white matter). Similar analysis on the T1 data of the low resolution experiments (B) shows that his variability reduces (probably since we model the partial volume effect). (C) and (D) shows the same but for the rat brain high resolution (C) and low-resolution (D). Note that the centers of the Gaussians remained the same both in the high resolution (A and C) compared with the low-resolution (B and D) indicating that the low-resolution T1 mapping is adequate for separation between the layers.](image-url)
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layer perpendicular to the cortical surface could be calculated. Fig. 2C shows the projection of each layer onto a surface. (C) Projection of the layer class probability maps (L1-L6) onto a cortical surface. Arrows indicate areas of interest: 1 – M1 cortex, 2 – V1 cortex, 3 – S1 cortex, 4 – Cingulate cortex. (D) shows the orientation surface projection for a cyto-architectonic atlas of the rat brain indicating the entorhinal and perirhinal cortices (dark blue), visual cortex (blue), cingulate cortex (cyan), temporal cortex (mainly auditory cortex, green), sensory cortex (all parts, orange), motor cortex (all parts, red), piriform cortex and adjacent regions (olive green), and insular cortex (yellow).

Results

In this paper we wish to explore PVE effects in cortical layers imaging through T1 relaxation mapping. At first step we acquired a high resolution (110 \( \mu \)m\(^3\)) on excised rat brain to investigate the T1 layers with minimal PVE. Then we demonstrate composition based analysis on two in-vivo human data sets (one with meso-scale resolution and one with low resolution).

High resolution rat data

High cubic resolution MRI (110 \( \mu \)m\(^3\)) of a fixed rat brain was acquired to demonstrate the utility of inversion recovery and T1 MRI to visualize and quantify the layers. The purpose of this experiment was to demonstrate that: a) Different layers have different and distinct T1 values; b) The layer distribution has neuro-anatomical meaning. Fig. 2 shows analysis of the high resolution IR data set. Fig. 2A depicts the T1 map of one representative slice with an enlargement of the S1BF cortex demonstrating the variation in T1 perpendicular to the cortex (numerically demonstrated in Fig. 2B). It is obvious that T1 changes across the cortex are not just a ‘gradual’ change from CSF’s high T1 to white matter’s low T1. The T1 perpendicular to the cortical stripe changes in a stepwise manner with a trend of reduction in T1 towards the white matter probably due to increased myelination in deeper layers (Fig. 2B).

The T1 class probability maps were used to segment the cortex to the different layers based on the values and location along the cortex (using k-means clustering). Following clustering, the thickness of each layer perpendicular to the cortical surface could be calculated. Fig. 2C shows the projection of each layer thickness onto a surface representation of cortex. The layer thickness surfaces show different regional distribution across the cortex (and hence demonstrate the sensitivity of the T1 layers). By comparing the layer probability maps with the cyto-architectonic atlas of brain regions (Fig. 2D), it is possible to observe that different cyto-architectonic areas also differ in their T1 layer thickness. Noteworthy are the missing layer 4 from the motor cortex (arrow 1), the thick layer 4 in visual cortex and sensory cortex (arrows 2 and 3) and thick layer 2 in the cingulate cortex (arrow 4).

Meso-scale human data

Cubic resolution of 110 \( \mu \)m in the human brain is in-achievable, yet the cortical width in humans is about twice that of the rat. Therefore comparable resolution to Fig. 2 in the human brain would be in the order of 200–300 \( \mu \)m – which cannot be achieved in-vivo for this protocol even with high-field magnets (7T and above). Alternatively, we have scanned human subjects with the best achievable resolution in an acceptable scanning time (~1 h) of 430×430 \( \mu \)m in-plane resolution and slice thickness of 1.5 mm. Analysis of T1-layers in such setup were reported previously (Barazany and Assaf, 2011). Yet, it is well accepted that at such resolution significant PVE between the layers and adjacent tissues is apparent and a more sophisticated model should be used to infer sub-voxel layers distribution.

In the following analysis, instead of computing single T1 value for each voxel and then assigning each T1/voxel to a layer, we performed a multi T1 analysis revealing the sub-voxel T1 composition. Conventionally such multi-component analysis can be achieved by acquiring multiple inversion recovery images (with large number of inversion times) to allow multi T1 analysis (as in Eq. (1) when \( j \) is set to 2 or higher). Yet, as only 7 TIs were acquired in the meso-scale resolution human data, we could not fit more than T1 value per voxel. To overcome this obstacle we used the T1 classes as shown in Fig. 1. Here, we used the T1 classes as a-priori knowledge and simulated, per class, the IR signal dependency (sampled several time over the Gaussian distribution of each class). That signal dependency was used as a training set. Once this classifier was trained, we could compute the
class’s probability values for each voxel. Such analysis is shown in Fig. 3 where 5 T1 classes were identified. In this analysis, the T1 component in Fig. 1 with the longest T1 values has the highest probability at the superficial parts of the cortex and the probability of the components with the shorter T1 values increases at voxels that are closer to the white matter surface.

The T1 classes’ probability maps represent the sub-voxel composition of each class (i.e., layer). The sub-voxel composition can be used to enhance the image resolution (similar to super-resolution) by solving a regularized optimization problem. In this analysis each voxel was divided into 4-sub voxels and each one of them was assigned to a class based on the composition analysis of the parent voxel. The class of each sub-voxel was assigned by keeping the mean value of all sub-voxels with minimum deviation from the parent voxel. This process provided new classified layer images at interpolated in-plane resolution of 215 μm. In this analysis we used a total variation regularization function, which preserves the edges in the image and ensure continuity of the classes in the spatial space. The optimization problem was solved by using the FISTA algorithm (Beck and Teboulle, 2009) providing the enhanced resolution images (Fig. 4).

Fig. 4A shows a segmentation of the cortex into 5 classes based on majority vote of computed T1 values (i.e. the class that received the highest probability). The white circles in Fig. 4A represent areas where the continuity of some layer classes was disturbed as a consequence of PVE. In these voxels, a class was assigned by majority vote but the probability for other classes was not insignificant. The enhanced resolution image (Fig. 4B) shows that even with subtle division into 4 sub-voxel – continuity of the layers can be obtained providing better
mean to visualize the layers. Fig. 5 shows the same analysis along with FreeSurfer segmentation into neuro-anatomical regions zoomed at the bottom panel. Here we focused on an area where transition between two neuro-anatomically distinct regions occurs. The transition, that is also reflected by a change in the layer thickness distribution is better observed in the enhanced image (Fig. 5B) compared with the original resolution image (Fig. 5A).

Low resolution human data

Figs. 1–5 show that T1 can be used to characterize layers in the cortex yet PVE remains a major obstacle before establishing this method for whole brain layer visualization. In addition, the issue of scanning time provides another drawback for this method. While the high resolution rat experiment nicely demonstrated the ability of IR-MRI and T1 mapping to visualize layer and identify the neuro-anatomical brain regions, similar high resolution data, in the human brain (ex-vivo or in-vivo) will be extremely difficult to achieve, scanning time wise. Even the combination of meso-scale resolution and composition analysis (Figs. 4 and 5) does not provide optimal framework for layer analysis. Therefore, in the following analysis we focused on extracting more accurately the T1 layers from composition analysis. To have enough data points to allow robust and accurate composition analysis, image resolution had to be reduced to remain within acceptable scanning time-scale. Here we have sampled 107 inversion times per voxel, while each voxel was scanned at 3 mm³ resolution obviously containing multiple layers (and even all of them in some cases) within a single voxel.

Multi T1 component function was fitted to each voxel with \( j=7 \) (in Eq. (1)). We choose 7 as in a preliminary test we didn’t find voxels with more than 7 distinct T1 components. Eventually the T1 maps consisted of up to 7 T1s per voxels - ranging from one T1 class in homogeneous voxel such as in the CSF up to 7 classes in voxels that include the entire cortical stripe. In each voxel, aside from the T1 values, we also computed the relative fraction of each class (\( M_0 \) in Eq. (1)). Using this data we computed a whole brain T1 histogram (similar to the one shown in Fig. 1) where at least 8 Gaussian classes were revealed – 1 for white matter, 1 for CSF (very broad distribution) and 6 different Gaussians in the gray matter T1 regime. As in the previous analyses given in Figs. 2–5, we used the Gaussian mixture analysis to assign the T1 values to the different classes. Once assigned, we could compute class specific maps where the values in each voxel represent the volume fraction of this class from the multi T1 analysis. These class weighted maps were then projected onto a surface representation of the cortex (Fig. 6). The layer surface representation reveals interesting features on the T1 layers – For example the high intensity of layer 4 around the occipital cortex (arrow 1) and primary visual areas (Fig. 6A), the missing layer 4 from the primary motor area (arrow 2), the high intensity of layer 6 in temporal regions (arrow 3), the small fraction of layers 1 and 2 compared to the others and the almost even distribution of layer 3 across the cortex.

Quantification of the observations shown in Fig. 6 was performed by segmenting the cortex into 6 types: Allocortex, agranular cortex, and additional 4 types with increasing amount of granularity of the cortex as suggested previously (Barbas and Rempel-Clower, 1997; Brodmann and Garey, 1999; Triarhou, 2007; von Economo and Koskinas, 1925). Fig. 7 depicts the layer composition in each of the 6 cortical types. In this analysis we extracted, per cortical type (see Figure caption for the list of regions), the relative volume fraction of each layer out of the total gray matter volume area in that region (i.e. relative layer width). The total volume fraction of a layer was computed by summing the probability of a certain layer for each region (from the layer probability maps as shown in Fig. 6) and multiplying it by the voxel volume. This number was then divided by the total volume of gray matter for each region to produce the relative weights of the 6 layers in each cortical region. This kind of analysis avoids complicated computation of layer
variation along the folded cortex and also minimize the bias of variation in cortical thickness across different regions. This figure nicely demonstrate the ability to distinguish between the types based of the differences in layer 2 (decreasing in relative width with increase in cortical granularity) and layer 4 (increase in relative width with the increase in granularity).

In order to investigate the information embedded in the layer composition analysis, we have compared the layer class probabilities in different Brodmann areas (BAs). This was achieved by registering both to the same volume space and averaging each layer class probability over each BA (see bottom panel in Fig. 6). Analysis of variance (ANOVA) of the 6 layer class probabilities x 37 Brodmann areas (BA) revealed that most of them are distinguishable from the others (red square in Fig. 8). More importantly, out of the 76 regions pairs (blue outlined squares) that are adjacent, we could separate between 42 pairs (p < 0.05) (red squares with blue outline) with additional 11 showing a trend of difference (orange square with blue outline). Analysis of the variance across subjects revealed that the highest layer variability exists in the following regions: prefrontal cortex, orbitofrontal cortex, and cingulate cortex. The most homogenous regions (layer probability wise) were: angular gyrus, infer frontal gyrus, and associative visual cortex.

Discussion

The cortical layers can be resolved by T1 MRI – a phenomenon that was already demonstrated several times in numerous papers, most of them on a limited region of the brain (Barazany and Assaf, 2011; Barbier et al., 2002; Clare and Bridge, 2005; Geyer et al., 2011; Turner et al., 2008). Yet the spatial resolution is the main limitation for cortical layer imaging since accurate visualization and quantification of the layers requires acquisition resolution that is far beyond the limits of current MR technology. Indeed, high-resolution MRI does not allow adequate characterization of the layers, yet it does allow the extraction of laminar features (e.g. myelination content) as demonstrated in several works (Dinse et al., 2015; Fracasso et al., 2016; Lutti et al., 2014; Sereno et al., 2013; Waehnert et al., 2016, 2014) underscoring the utility of cortical sub-component characterization. In this work we wish to push the limits of MRI even further and provide better and potentially more accurate quantification of the layers themselves but with a different approach. Reverting to the conventional definition of resolution might help to understand the concept behind the approach used in this work: how close objects can be to one another and still be resolved or the capability of making parts of an object distinguishable.
In this paper we argue that distinguishing and quantifying the cortical layers (via their T1 differences) is feasible in the relaxation time domain rather than in the spatial image domain. While the best demonstration of high spatial resolution in-vivo was resolving some properties of the layers (e.g. the stripe of Gennari), accurate T1 measurements are able to distinguish between all layers regardless the spatial resolution, once measured in the time domain and observed in the spatial domain.

With the technological advanced in MRI (i.e. high magnetic field scanners, efficient r.f. excitation and receiving schemes, strong gradient capacity) signal to noise ratio (SNR) increased dramatically. Trivial consequence of SNR improvement is increasing image resolution leading to visualization of finer details in the image. Indeed better resolution is a key feature in imaging as summarized in the well-known phrase: ‘seeing’ is ‘believing’. Yet, let’s consider one of the most popular MRI methods: diffusion imaging – which measure a spatial parameter (translational displacement) whose scale is orders of magnitude smaller than high-resolution imaging (μm vs. mm). This is achieved by measuring the signal in q-space (reciprocal spatial domain) rather than in the k-space (the spatial frequency domain). The micron scale resolution of diffusion imaging is achieved not by making an image in the micron scale but rather characterizing a phenomenon that happen on the micron-scale. We suggest the same solution for cortical layer imaging - measuring the signal in poor spatial resolution but with high resolution in the T1 relaxation domain and achieving good separation between the layers there.

Continuing the analogy to diffusion imaging – one of the main difficulties in diffusion imaging is providing biological interpretation to the diffusion measures as the relation between brain anatomy/physiology and biophysical properties of water motion is indirect. The same happen to some extent with T1 measures of the layers. The cortical layers are defined, traditionally, as a measure of cyto-architecture and/or myelo-architecture. The relation between T1 and these histological properties is, as expected, complicated. Yet, there are many evidences in the literature that T1 is highly influenced by the degree of myelination (Barazany and Assaf, 2011; Barbier et al., 2002; Turner et al., 2008) therefore the observed T1 layers might be highly correlated with myelo-architecture. Indeed previous studies (Dinse et al., 2015; Fracasso et al., 2016; Lutti et al., 2014; Sereno et al., 2013), as well as the comparison with the cyto-architectonic atlases shown in this paper (Figs. 2, 5–7) indicate that the T1 layers resemble the properties of the cyto and myelo-architecture. An excellent demonstration of that was provided very recently by Waehnert et al. (2016) indicating the T1 mapping provide invaluable, subject specific, information of cortical architecture. However, one cannot claim that T1 is a measure of any of these histological properties as it is not – it measure the relaxation rate of excited spins to the surrounding. While the ‘surrounding’ indeed represents the cyto and myelo architecture, it is also represents many other factors. Therefore, we suggest to refer to cortical layer imaging by T1 as T1 layers bearing in mind that they resemble the traditional cortical layers but not a direct measure of them.

The vague biological interpretation is one limitation of using low-resolution multi T1 analysis to quantify the layers. Yet, the biggest limitation of this approach is in its concept: the need to ‘see’ the layers. The use of low resolution which does not allow direct imaging of the layers may raise doubts about the validity of this observations. This is a conceptual limitation, yet there are some technical issues: 1) the need for dozens of inversion time data points to allow robust estimation of the T1 values. 2) Errors in the estimation might lead to misclassification of a T1 component and “noise” in the measured layers. Finally, we argue that the layers can be better separated in the T1 relaxation domain rather than the spatial domain. This is true, yet even in the relaxation domain the separation is not optimal and there is some overlap between the T1 components. Shifting to higher magnetic fields (7T and higher) might reduce this overlap as higher field spreads the T1 values.

Fig. 8. ANOVA of layer distribution x Brodmann areas. Analysis of variance between the averaged probability for each layer class x 37 Brodmann areas revealed significant differences (p < 0.05) in the red squares and trend towards significance in the orange squares (0.1 < p < 0.05). Blue squares represent region that adjacent to one another.
The need to ‘see’ the layers is an obstacle that neuroimagers need to overcome in order to be able to measure the layers. Even when ultra-high magnetic fields will be constructed, imaging the human brain at 50 μm resolution (which might allow direct visualization of the layers) will lead to additional computational and statistical challenges, as each brain will be represented by an enormous amount of data. Alternatively, combined with surface projection (as shown in Figs. 2 and 6), low-resolution T1 bears great potential for large population studies with moderate computational needs and low statistical risks (in terms of multiple comparisons). The high sensitivity of the T1 layers to the known neuroanatomy and even some kind of across species homology in the layer distribution (compare Figs. 2 and 6) strengthen the need to implement this methodology to further study its sensitivity to various conditions (and its relation to cognition and pathological conditions).
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