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Abstract

The fields of layered material research, such as transition-metal dichalcogenides (TMDs), have demonstrated that the optical, electrical and mechanical properties strongly depend on the layer number $N$. Thus, efficient and accurate determination of $N$ is the most crucial step before the associated device fabrication. An existing experimental technique using an optical microscope is the most widely used one to identify $N$. However, a critical drawback of this approach is that it relies on extensive laboratory experiences to estimate $N$; it requires a very time-consuming image-searching task assisted by human eyes and secondary measurements such as atomic force microscopy and Raman spectroscopy, which are necessary to ensure $N$. In this work, we introduce a computer algorithm based on the image analysis of a quantized optical contrast. We show that our algorithm can apply to a wide variety of layered materials, including graphene, MoS$_2$, and WS$_2$ regardless of substrates. The algorithm largely consists of two parts. First, it sets up an appropriate boundary between target flakes and substrate. Second, to compute $N$, it automatically calculates the optical contrast using an adaptive RGB estimation process between each target, which results in a matrix with different integer $N$s and returns a matrix map of $N$s onto the target flake position. Using a conventional desktop computational power, the time taken to display the final $N$ matrix was 1.8 s on average for the image size of 1280 pixels by 960 pixels and obtained a high accuracy of 90% (six estimation errors among 62 samples) when compared to the other methods. To show the effectiveness of our algorithm, we also apply it to TMD flakes transferred on optically transparent c-axis sapphire substrates and obtain a similar result of the accuracy of 94% (two estimation errors among 34 samples).

© 2018 IOP Publishing Ltd
The first successful isolation of graphene in 2004 was done by mechanical exfoliation, so called the ‘scotch tape’ method. Since then, this method enabled us to open new research areas of two-dimensional (2D) atomic crystals and later expanded to the gapped 2D materials such as transition metal dichalcogenides (TMDs) [1–9]. Strong in-plane covalent bonding makes these materials form 2D crystal structures and weak out-of-plane van der Waals bonding allows us to isolate down to a monolayer (ML) limits in a relatively easy way [10–18]. The unique electrical, optical, and mechanical properties of 2D materials become evident as the number of layer $N$ approaches 1, where the reduced dielectric constant and enhanced Coulomb interaction are significantly enlarged compared to the bulk counterparts [8, 9, 19–23]. Because the characteristics of 2D materials emerge when $N$ is close to 1, a number of thin film synthesis methods have been proposed and demonstrated, and showed intriguing potentials for large-scale device applications; yet these techniques require sophisticated experimental facilities and well-controlled growth parameters to minimize polymorphic thin-film synthesis [24–30].

Although the advantages of mechanical exfoliation are clear in terms of single-crystal-like quality, accurate determination with a high successful rate for identifying exact $N$ relies on an empirical knowledge. In the ‘scotch tape’ method, the mechanically exfoliated flakes are transferred onto a suitable substrate first. Then, the sample is positioned under an optical microscope and scanned with a help of a translational stage. By moving the field of view of the sample continuously, one hopes to find an appropriate color contrast between the target flake and substrate. It is this step that takes most of time in identifying $N$. Even if an appropriate flake is selected, one needs secondary measurements, such as atomic force microscopy (AFM) and Raman spectroscopy to ensure $N$. Thus, the mechanical exfoliation method is not a simple process, but indeed a very time-consuming task requiring additional measurements for confirmation, which overall takes approximately a few hours. Prior investigations to identify $N$ include optical image analysis taken from the optical microscopy; there, various numerical methods based on electromagnetic simulations were proposed to analyze the observed optical contrast distribution [31–36]. Motivated by the earlier works, our approach is to develop a very simple, and yet efficient, computer algorithm with minimal laboratory hardwares. For that reason, several researchers have done to identify $N$ only with the optical microscopy based on the theoretical study of the observed optical contrast distribution [31–36]. Getting inspired by those methods, we approached this subject with the applicable point of view.

Here, we report a computer algorithm that automatically identifies $N$ down to 1 with less than 2 s. Our proposed method is similar to the ‘scotch tape’ method in a sense that it compares the optical contrast between flakes and substrate, but greatly reduces the flake-searching time to a second level with a very high accuracy ($> 90\%$) regardless of the substrates used. The software used in this work is based on the commercially available one, such that any research laboratory can incorporate easily the algorithm into existing analysis tools. We also used conventional laboratory hardwares, including optical microscope, CCD camera, and illumination light sources, so that the variation of computation errors when implemented in different laboratory should be zero.

Figures 1(a) and (b) show the schematics of the measurement setup and the corresponding overview of our algorithm, respectively. Mechanically exfoliated flakes are transferred on either a Si/SiO$_2$ wafer or a sapphire wafer. The image of appropriate samples is taken using a conventional optical microscope and CCD camera. This image becomes an input into a computer program and is analyzed through two major steps: boundary detection and layer estimation. After all of these processes, the computer produces an image of the estimated $N$.

Figure 1(b) represents the overall flow of our algorithm for $N$ determination. The schematics show (i) flake and image preparation and (ii) the main algorithm of boundary detection and layer estimation. For the flake preparation, we used prototypical 2D layered materials of graphene, MoS$_2$, and WS$_2$ using a mechanical exfoliation technique with 3 M Scotch tape™ and PDMS (X4 17.0 mil, Gel-Pak®). A silicon wafer with 300 nm thick SiO$_2$ layer or c-axis sapphire wafer was used as a substrate. Optical images were obtained by a CCD camera (UCMOS05100KPA, Hangzhou ToupTek Photonics Co., Ltd) attached to a conventional optical microscope (XY-MR microscope, Ningbo Sunny Instruments Co., Ltd) with two objective lenses (MPLFLN50× and MPLFLN100×, Olympus Co.) with LED light illumination. The sample was scanned by a motorized stage and a stage controller (EKSMa optics) before taking the optical image. The size of one image is 1280 pixels by 960 pixels, which covers the optical field of view of about 195 $\mu$m by 260 $\mu$m when $\times 50$ objective is used. The MATLAB program was used for implementing the algorithm and a conventional desktop computer with Intel® Core™ i7-2660K CPU, Intel® HD Graphics 3000 graphic card, and 8.00 GB RAM is used. To verify the thickness of samples, AFM (XE-100, Park Systems) and an Raman spectrometer (Lab Ram ARAMIS, Horiba Ltd.) were used.

The mechanically exfoliated flakes enter into the image preparation step. Figure 2(a) is an example of the processed results of the boundary detection using graphene, where the top and bottom images are the optical microscope and the processed image after the boundary detection. The algorithm takes the optical images of an empty wafer and a few layer flakes, and the images are converted into a luminescence $[m \times n]I$ matrix. Here, $m$ and $n$ is the size of row and column of the image pixel number, and the matrix elements of luminescence are RGB values. With $I$, the boundary between regions of different $N$ is defined by calculating a relative variance matrix $V$ which can be derived by convolving $I$ with the scanning window matrix $W$. The scanning window matrix is a square matrix filled with a
fixed value \(1/\text{window size}^2\). By taking convolution between \(I\) and \(W\), the mean variable matrix \(M\) is calculated. Mathematical equivalence of the above procedure is expressed as,

\[
M = I^* W, \quad M' = I'^* W, \quad t_{ij}' = t_{ij},
\]

\((i = 1, \cdots, m, j = 1, \cdots, n)\). \hspace{1cm} (1)

We also calculate another mean variable matrix \(M'\) of the squared luminance matrix \(I'\) to derive the relative variance as written in equation (1).

\[
V_{ij} = \frac{M'_{ij} - M_{ij}^2}{M_{ij}}, \hspace{1cm} (2)
\]

Equation (2) shows the derivation of the variance matrix \(V\) by subtracting each matrix element of \(M\) from \(M'\), which is then normalized by the matrix component of \(M\). Using this variance distribution information, the boundary is marked by filling the window with a null value if the relative variance of the pixels in the window is beyond a user-defined threshold. There, the regions with different \(N\) are separated into pieces for further layer counting process. In figure 2(a), the boundary is colored with a gray color based on the given window size and the separated regions, which are labeled with different numbers (note the size of the window is exaggerated in the figure). The flow chart of this step is shown in figure 2(b). The feedback loop is
necessary to increase the accuracy, where the size of the window and threshold value are the control parameters.

The second main step after boundary detection is the estimation process. Previous studies [31, 33–36] have shown that the optical contrast linearly increases with layer thickness as long as the thickness is less than 10 nm. The optical contrast of a few-layer materials can be quantized by the contrast of single layer, and therefore \( N \) can be estimated accordingly. With the boundary data from the first step, the algorithm calculates the average value of the matrix element of \( I \) of each region and rearrange \( I \) using the updated averages. An example after this sorting process is plotted in figure 3(a). To calculate the contrast of each region, we use the following formula [34]:

\[
C = \frac{I_{\text{flake}} - I_{\text{substrate}}}{I_{\text{flake}} + I_{\text{substrate}}}
\]

\[
C = \{C_1, C_2, \ldots, C_n\},
\]

where \( C \) is a set of contrast values. We assume the smallest luminance region is the substrate one in this process. Obviously, since the unit contrast \( u \) should be the same or smaller than the minimum contrast difference measured in the sample image, we design the algorithm to start from the minimum value of the detected contrast difference:

\[
\text{Lower bound} < u \leq \min(C).
\]

The program then sweeps down \( u \) from the minimum value detected from image contrast difference continuously to user-defined lower bound and calculates the root-mean-square (RMS) error for each candidate. The lower bound of \( u \) is set as an user-defined value. This is simply because different laboratory has different experiment conditions. Nevertheless, the suitable lower bound can be found via dividing the minimum contrast difference by an expected \( N \) of the region exhibiting a least contrast difference, and then the program optimizes \( u \) by running a feedback algorithm.

![Figure 3.](image-url) Figure 3. (a) Calculated matrix element of \( I \) is shown for each region index. Here, figure 2(a) is used as an example. (b) The estimated \( N \) is plotted as a function of \( I \). Red line represents a linear relationship between \( N \) and \( I \). Black dots are the indexed regions in figure 2(a). Inset shows the image representation of the result. (c) A flowchart of the layer estimation algorithm. Based on boundary detection result, image is divided into boundary-surrounded regions and layer is estimated by contrast and RMS error calculation. Finally, estimated result is calibrated to eliminate the effect of substrate reflection. (d) Examples of graphene are shown after processing each algorithm step.
To compare the estimation result with the measured contrast, individual estimation error $e_i$ is computed by subtracting the natural number $j$ multiplication of $u$ from the closest measured contrast, which we define it as a minimum value of difference among all possible $u \cdot j$ combinations. The RMS error is, then, calculated with $e_i$:

$$e_i = \min(C_i - u \cdot j) \quad (j = 1, 2, 3, \cdots) \quad (3)$$

$$e_{\text{rms}} = \sqrt{\frac{\sum_{i=1}^{n} e_i^2}{n}}. \quad (4)$$

After calculating the RMS error $e_{\text{rms}}$, the program returns the contrast value of each image region. Because a candidate with the smallest $e_{\text{rms}}$ is expected to be the desired unit contrast, we use $e_{\text{rms}}$ as an indicator to choose the most possible candidate. Finally, the estimated layer number $N$ of each region is calculated by dividing $C$ with $u$ and round it:

$$N_i = \left\|\frac{C_i - u \cdot j}{u}\right\| \quad (i = 1, 2, 3, \cdots n). \quad (5)$$

Figure 3(b) shows the estimation result. Once the $u$ is determined, $N$ is obtained for each region by the linear relationship between $C$ and $N$. A flow chart shown in figure 3(c) summarizes the $N$ estimation process after the boundary detection. We note that there is only one parameter—a lower bound for the unit contrast candidate—for our $N$ estimation algorithm.

The contrast values are different depending on the substrates used, because the reflection coefficient varies. This consideration is also included in our algorithm as a calibration process. For example, when an optically transparent substrate such as sapphire is used, we consider the reflection from the flakes only, from which the contrast simply increases as the flakes become thicker. On the other hand, for a reflective substrate such as Si/SiO$_2$ and copper, the substrate appears to be brighter than the flakes because of the multiple reflection from the substrate, causing negative contrast values. This problem can be resolved by manually selecting the substrate region and checking out if there is any region that exhibits a weak luminance than the substrate. When such a region is detected, the algorithm calls for the contrast values and computes again on the basis of the selected substrate region. Figure 3(d) shows an example of such calibration process when the Si/SiO$_2$ substrate was used. As shown in the third row, $N$ was estimated to be 5 before calibration. By selecting a different substrate region, the difference of $N$ between the substrate and the flakes is set as a new $N$. The calibrated result is presented in the last row of figure 3(d).

To show that our algorithm is applicable to other layered 2D materials, we compared our algorithm results of $N$ determination to other methods of AFM and Raman, and even compared to the published results. The AFM and Raman comparison for graphene, MoS$_2$, and WS$_2$ is shown in (a)–(c), respectively. Scale bar is 10 $\mu$m. The color bar denotes color usage for displaying $N$ in our result. Boundary is marked by $N = -1$. (d) Top: a graphene image reprinted from Carbon 107, Chen et al ‘Chemical vapor deposition growth of large single-crystal bernal-stacked bilayer graphene from ethanol’, 852–6. Reprinted from [40], Copyright 2016, with permission from Elsevier. Bottom: the result of our algorithm. (e) Top: a MoS$_2$ image from Castellanos-Gomez et al 2014 Mechanics of freely-suspended ultrathin layered materials. [41] John Wiley & Sons. © 2014 by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim. Bottom: the result of our algorithm.
a similar thickness to the thicker part. In addition, there always exists nontrivial spikes between each flake fraction with different thickness when performing the partial line-cut measurement. This oscillatory profile sometimes makes one confused in distinguishing the different thickness. Despite the Raman spectroscopy does not have such issues, it has low versatility on determining the different thickness. Regardless of different experiment conditions.

Figures 4(d) and (e) show the images taken from published literature [40, 41]. Although the laboratory conditions, such as light illumination, magnification of lens, substrates, and sample preparation methods, are different, our algorithm identifies exactly the same $N$ for the above images. The computation time is also an important aspect in our algorithm. Under the given computational powers (Intel® Core™ i7-2660K CPU, Intel® HD Graphics 3000 graphic card, and 8.00 GB RAM), our algorithm takes $\sim 1.8$ s for the image size of 1280 pixels by 960 pixels (195 $\mu$m by 260 $\mu$m with $\times 50$ objective lens). This implies that our method can be implemented into a thin-film growth facility, enabling in situ inspection of $N$, before finishing the growth process.

In summary, we proposed a highly efficient computer algorithm to determine $N$ of layered 2D materials. The algorithm largely consists of a boundary detection and $N$ estimation process. The accuracy was compared to the results of conventional AFM and Raman measurements. In addition, our algorithm can be applied into various 2D layered materials even if the experimental conditions are different. We expect that our proposed method can significantly reduce the $N$-searching laboratory time, and furthermore it is very cost effective compared to any other methods for the $N$ determination.
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