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Curved image sensors inspired by animal and insect eyes have provided a new development direction in
next-generation digital cameras. It is known that natural fish eyes afford an extremely wide field of view
(FOV) imaging due to the geometrical properties of the spherical lens and hemispherical retina. However,
its inherent drawbacks, such as the low off-axis illumination and the fabrication difficulty of a ‘dome-like’
hemispherical imager, limit the development of bio-inspired wide FOV cameras. Here, a new type of fish-
eye imaging system is introduced that has simple lens configurations with a curvilinear image surface,
while maintaining high off-axis illumination and a wide FOV. Moreover, through comparisons with com-
mercial conventional fisheye designs, it is determined that the volume and required number of optical
elements of the proposed design is practical while capturing the fundamental optical performances.
Detailed design guidelines for tailoring the proposed optic system are also discussed.

� 2017 Elsevier Ltd. All rights reserved.
1. Introduction reported and they mimic the wide field of view (FOV) property
In lens design, it is well known that an ideal system can be
achieved through overlapping a focal plane, which is usually a
Petzval surface, with an image sensor in order to reduce the funda-
mental aberration. Recently, a curved image sensor was developed
[1,2], and this has resulted in a new step being added to optical
system design. The advantages, such as the reduced number of
optical elements and small package sizes, that result from the
curved image sensor have been applied to diverse imaging systems
[3–7]. Furthermore, a commercial version of the curved image sen-
sor has already been considered [8]. These sensors have typically
been used to design bio-inspired optical systems because there
optical devices can provide special features. As a result, research
on this topic has been increasing, particularly that mimicking
human eyes and insect eyes [1,2,9–11].

However, to date, there has been relatively little research on the
ability of these sensors to simplify optical systems. In particular, an
imaging system with a wide viewing angle, which is referred to as
fisheye camera, has a complex lens configuration comprised of
6–10 lenses (Fig. 1(a)). Although the name of this camera is taken
from the visual characteristics of fish eyes, the eye of a fish is com-
posed of only one spherical lens and a curved retina, as depicted in
Fig. 1(b) [12]. To date, various fisheye lens systems have been
itself, not the configuration, because realizing a curved image sen-
sor has been almost impossible technically. Now that the research
and development of curved image sensors has matured, the simple
lens configuration should be considered because it can replace the
conventionally complicated optical systems using curvilinear
image sensors.

In this paper, a simple fish eye lens system with high perfor-
mance is reported that utilizes the curved image sensor while
exceeding the hemispherical field of view. In this process, three
optical systems were designed and evaluated the bioinspired lens
structure based on a real fish eye (Fig. 1(c)), hypergon lens-based
system (Fig. 1(d)) and Hill sky lens-based system (Fig. 1(e)) previ-
ously proposed for wide FOVs [13]. For an optical system inspired
by fish eyes (System 1), it is difficult to form a dome-like hemi-
spherical image sensor, and an impractical off-axis brightness
characteristic is observed through optical analyses. However, other
optical systems such as the hypergon lens system (System 2) and
the Hill sky lens-based system (System 3) also exhibit fundamental
defects regarding illumination and resolution. Therefore, the pro-
posed system was enhanced through replacing one of the two
lenses with a doublet lens (System 4) as illustrated in Fig. 1(f).
Through iteratively tailoring the simple fish eye system, the need
to reconsider previously proposed optical systems is emphasized
because the curved image sensors can offer strategies for old opti-
cal systems as simple and high-performance imaging system. Fur-
thermore, in some cases, the combination of natural structures and
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Fig. 1. (a) Conventional fisheye lens optic design with flat image surface [14]. (b) Anatomical image of a teleost eye, which is a representative fish eye in 96% of fish [15]. Inset:
image of Astronotus ocellatus [16]. (c) Bio-inspired fisheye lens system (System 1), (d) symmetric optical system (System 2), (e) asymmetric optical system (System 3) with a
curved image surface, and (f) Improved asymmetric optical system using a doublet lens (System 4).
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artificial design factors (e.g. curved retina and manmade lens con-
figurations) could be more practical and applicable than complete
imitation of nature. Details of the design strategies and analysis of
the proposed systems are also presented.
2. Simulation methods and optical system design

In order to analyze the lens systems, a sequential ray tracing
commercial tool (Zemax, USA) was used to conduct a number of
simulations, e.g. spot radius, relative illumination (RI), point spread
function (PSF), modulation transfer function (MTF), chromatic focal
shift, lateral color, and field curvature. In order to design the pro-
posed optical systems, appropriately constrained merit functions
were applied to the overall design process [17].

All optic designs were composed of spherical lens elements
only, and a BK7 lens was selected as the base lens. The optical sys-
tems were designed in two steps. First, the parameters of the imag-
ing optics, e.g. thickness, lens radii, and distances between each
lens, were determined using the local optimization function in
the commercial software for wavelengths of 450, 550, and
650 nm. Second, the base lens material (i.e. BK7) was changed to
a suitable replacement solution from the library of commercial
tool; the parameters were concurrently optimized in order to
improve the optical performance using the global optimization
function in the software. The information of optimized lens com-
ponents, such as radii, thicknesses and lens materials for the whole
optical systems were listed up in Appendix A.
3. Results and discussion

In order to investigate the resolution characteristics according to
the image sensor shapes, i.e. the curved and planar shapes, the spot
radius was calculated for each system using the root mean square
method as a function of the focus position. The calculated spot
radius size for each image sensor type is expressed as a ratio:
aflat/acurve, where aflat and acurve are the radius of the spot size on
the image plane for the flat and curved image sensors, respectively,
for each lens configuration. In order to clearly demonstrate the per-
formance difference depending on the image sensor shape, the val-
ues of aflat/acurve were inserted on the focal point (i.e. Focus = 0)with
different incident angles as illustrated in Fig. 2(a)–(c). For more
accurate comparisons, the radius of curvature (ROC) of the image
plane and the F-number of all optical systems were unified to
50 mm and 4, respectively. The ratio of the spot radius means that
the larger the ratio of the spot radius, the greater the resolution dif-
ference between the planar image sensor and the curved image
sensor.

From this perspective, System 1 using a ball lens exhibited the
greatest performance improvement when using a curved image
sensor compared with the other optical systems because the ratio
was more than 1000 at an incident angle of 80�. The size of the spot
radius tended to decrease as the incident angle increased, but it is
due to the increment of astigmatism, not the resolution grow, as
depicted in the inset corresponding to the incident angle of 80� in
Fig. 2(a). For the flat image sensor, the spot radius size exponen-
tially increased as the angle increased and became huge with a spot
size of approximately 21 mmat an incident angle of 80�. For System
2, the ratio of aflat/acurve increased at a lower rate than System 1. In
this system, the astigmatism was more significant at an incident
angle of 40� as seen in the inset of Fig. 2(b). Moreover, the illumina-
tion converged to 0 due to vignetting at an incident angle of approx-
imately 60�, which can be observed in Fig. 2(d). Therefore, System 2
is not suitable for application in wide FOV imaging systems with
curved image sensors. For System 3, the increase in the ratio of
aflat/acurve was the smallest among all designs: the performance dif-
ference between the flat image sensor and the curved image sensor
was not as large as System 1 or System 2. However, in System 3, the
increase in astigmatism remained the smallest as the incidence
angle increased, as depicted in the inset of Fig. 2(c). These results
demonstrate that the curved image sensor provided better optical
performance than the flat image sensor in all systems.

Illumination is another critical factor in optical systems; the rel-
ative illumination (RI) of each system is compared here. As seen in
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Fig. 2(d), the RI was calculated as a function of the incidence angle
at a wavelength of 550 nm. This result demonstrates that System 1
and System 2 are inadequate for use in imaging systems with wide
FOVs above 120� because their RIs at the off-axis decreased signif-
icantly as the incidence angle increased, whereas System 3 is viable
for wide FOV imaging systems. This important difference between
each system can be explained using the cos4h dependence of RI,
where h is the angle between the ray from an off-axis focal point
to the center of the exit pupil and the optical axis (inset in Fig. 2
(e)) [3,18]. However, an exception is the illumination intensity of
the ball lens (System 1), which is described as a cosh dependence
because all other cosine factors are eliminated due to its geometri-
cal properties [3]. The oblique incident light induced the existence
of h and this increased as the FOV widened; therefore, the optical
system should maintain a certain low angle of h for consistency
in the high illumination intensity at the off-axis. In general, for
commercial fisheye lens cameras, a minimum of 0.7 RI is required
in order to adequately perform the wide FOV property [19]. From
this perspective, the optical systems for wide FOVs should be
designed to refract the light toward the optical axis beyond the exit
pupil in order to enhance the illumination at a full range of angles
resembling System 3. Therefore, System 3 is regarded as the most
suitable optical system with respect to a wide FOV; however, the
resolution should be improved as discussed above.

By replacing one of two lenses in System 3 with a doublet lens,
System 4 was designed to enhance the resolution with a ROC of the
image surface of 50 mm, which corresponds to that in System 3.
The material data for the double lens is also shown in the
Table A4 in Appendix A. System 3 and System 4 were compared
and evaluated via optical analyses with an F-number of 4. First,
MTF simulations were performed for each system at a wavelength
of 550 nm as a function of the incident angle. Fig. 3(a) presents the
MTFs for both systems. In System 3, the sharpness that can be dis-
tinguished is too low (approximately 0 at 10 cycles/mm) and it is
difficult to accurately capture the object. The top of Fig. 3(b) shows
the PSF of System 3 and illustrate that the PSF was severely spread
by the incident angle. In contrast, as illustrated in Fig. 3(a), System
4 exhibited a near diffraction limit straight line, i.e. the black line in
the MTF, at a spatial frequency of 10 cycles/mm and had an MTF
value of 0.5 or more, except at an incident angle of 100�, up to a
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spatial frequency of 50 cycles/mm. From a PSF perspective, there is
a similar tendency. Almost the same resolution was maintained
from 0 to 50�; furthermore, the resolution was good at the incident
angle of 100�. Because our proposal optic design has a viewing
angle of more than hemispherical FOV (i.e. a hyper FOV), it is suit-
able for panoramic photography and can be applied in various
applications.

To evaluate the availability of our design as the hyper FOV
imaging device, the RI was simulated according to the incident
angle for each system. Fig. 3(c) presents the illumination character-
istics of each system. The results demonstrate that the RI of System
4 is slightly higher than that of System 3 and that the tendencies of
both systems are almost equivalent. Both System 3 and System 4
possess FOVs greater than 100�. According to Fig. 2(c), the degree
of light refraction by the lens arrangement in System 3 is well sui-
ted to obtaining panoramic views. In this respect, System 4 is
structurally similar to System 3 and can thus have hyper FOV char-
acteristics. Interestingly, the structure that completely imitates the
fish eye (i.e. System 1) cannot have FOV more than 180� because
the light above that angle is blocked by the dome-shape image sen-
sor even if the brightness characteristics are maintained. In this
respect, a combination of biomimetic and artificial structures can
be a more practical solution according to the applications.

Further calculations of the focal shifts as a function of the wave-
length, which indicate the longitudinal chromatic aberration and
lateral color, were conducted in order to investigate the chromatic
aberration of both systems. Fig. 3(d) and (e) compare the chromatic
aberration performance of the two systems: both the lateral and
the longitudinal chromatic aberrations were significantly
improved in System 4. This can be explained by the differences
in the dispersion, which resulted from the lenses used in each sys-
tem, because the doublet lens provided a reduction in the chro-
matic aberration [20]. In general, for fisheye lens systems, the
performance at the edge of an image is as important as the center
of the image because two hemispherical images can be digitally
stitched together to form a complete 360� image [19]. Therefore,
various optical features such as the resolution, RI, and monochro-
matic and chromatic aberrations should be considered at the wide
viewing angle. For these reasons, System 4 can be recommended as
the optimum optical system for wide FOVs with high performance
and simplicity.

As has been demonstrated, the combination of a curved image
sensor and a simple lens configuration has the potential to solve
many current drawbacks, such as the large volume, heavy weight,
and high cost, in current optical design. However, there is an opti-
mal shape of the image sensor for each lens configuration as we
mentioned earlier in Fig. 2(a)–(c). In order to examine the effect
of the shape of curved image surfaces, field curvature and PSF sim-
ulations were conducted for System 4 with different ROCs for the
image surface (ROCIMA). As illustrated in Fig. 4(a), for flat image
surfaces, the result had negative values as the incidence angle is
increased. This indicates that the focal plane was located in front
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of the image surface for high incidence angles. This discrepancy
induced wider beam spreading as the incident angle increased.
The right image in Fig. 4(a) provides useful information for under-
standing this tendency. In contrast, the field curvature of System 4
with ROCIMA = 50 mm is almost analogous to the black horizontal
line as depicted in the left image of Fig. 4(b), and the PSFs of the
system continuously exhibit small beam sizes regardless of the
incident angle as seen in the right part. This results from the geo-
metrical similarity between the curved image surface and the focal
plane. For System 4 with ROCIMA = 20 mm, the focal plane was
placed beyond the image surface for oblique incident angles as
the field curvatures were positive values as seen in the left of
Fig. 4(c). Furthermore, the PSFs were dispersed as the incident
angle increased, which is similar to Fig. 4(a), as presented in the
right part.

These results demonstrate that a subtle modification of the ROC
of the image surface can result in a significant degradation in the
image quality. It also indicates that the optimum ROC of the curved
image sensor should be considered in designing optical systems in
order to match the focal plane. In some cases, an aspheric image
sensor such as a parabola or an elliptical sensor may be the optimal
structure [4–5].

Fig. 5 presents the results of an image simulation for the object
in the inset using the proposed optical systems and the conven-
tional one, in order to compare their overall optical performances.
In the process, the sizes of the systems were adjusted in order to
obtain an effective focal length (EFL) of 8 mm and an F-number
of 4 was used. The object height was set to correspond to an FOV
of 140�. All systems were degraded using large distortion because
this is an unavoidable problem for wide FOV imaging systems.
However, this distortion can be corrected using an algorithm
[21]. Fig. 5(a) presents the image simulation of the conventional
fisheye lens system as illustrated in Fig. 1(a). Fig. 5(b) and (c)
demonstrate that vignetting is clearly visible in System 1 and Sys-
tem 2 due to the drop in RI at the off-axis, as considered in Fig. 2(d).
In particular, the image edges in System 2 are almost black
because its RI is almost zero for the incidence angle range above
60�. As depicted in Fig. 5(d), the image simulation of System 3
has uniform brightness; however, blurred parts are clearly
observed overall due to the low resolution. Fig. 5(e) demonstrates
that System 4 possesses the most effective characteristics with
respect to RI and resolution for a wide FOV imaging system with
simplicity. The magnified parts of the images are also presented
for clarification. These enlarged pictures distinctly demonstrate
that the conventional system and the final proposed optical design
(System 4) are similar in image quality, except the distortion fea-
ture. Various optical aberrations, e.g. distortion, illumination fall-
off at off-axis, and low resolution with chromatic aberration, are
also visible in other devices.

In order to demonstrate how the final proposed optical design
(System 4) successfully simplifies the complexity of the conven-
tional fisheye systems while capturing a wide FOV and good opti-
cal properties, such as RI and lateral color, other commercially
available systems were considered for comparative analysis. For
a thorough comparison, only conventional fisheye lens systems
without aspherical optical elements were selected. A summary of
the system information is presented in Table 1. Because the typical
focal lengths of fisheye lens systems with the popular 35 mm film
format are between 8 mm and 10 mm for circular images, the sizes
of each system were normalized with an EFL of 8 mm. Although
some samples [22–24] possessed shorter axial lengths, which are
more feasible for small packaging, than that of System 4, the
impractical performances with respect to RI at full field and lateral
color become apparent. For the RI, some devices [14,24–26] exhib-
ited more effective values than System 4; however, three systems
[14,25,26] necessitated longer axial lengths and one [24] accompa-
nied a defective lateral color characteristic. However, System 4 is
superior to the other devices regarding the number of required
optical elements, which demonstrates the non-necessity of
multi-lens arrangements. Overall, System 4 is an acceptable wide
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Fig. 5. Image simulations of an object using the proposed optical systems with an effective focal length of 8 mm and an F-number of 4: (a) conventional system, (b) System 1,
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Table 1
Information of fisheye lens systems.

Number of lens components Axial length (mm) FOV (�) Full field relative
illumination (k = 550 nm)

EFL (mm) Lateral color at 90� (mm) Ref.

8 210.94 200 85.8% 8 �0.011 [12]
10 272.24 220 93.6% 8 0.017 [25]
9 50.50 200 57.6% 8 0.013 [22]
10 53.60 190 60.2% 8 0.029 [23]
6 126.17 180 92.5% 8 0.029 [26]
6 57.60 190 82.6% 8 0.131 [24]
3 60.94 205 81.0% 8 0.014 System 4
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FOV imaging device with simplicity while reasonably sustaining
fundamental optical performances. Moreover, the ability of a
curved image sensor to reduce the optical components has a strong
potential in the field of light detection/imaging in other spectral
ranges, such as infrared (IR) or ultraviolet (UV) light. In those
ranges, using fewer lenses are significantly beneficial because opti-
cal components for IR and UV are relatively expensive and rare
[27–29].
4. Conclusions

In conclusion, four lens structures were designed and analyzed
using the advantages of the curved image sensor: a fully bio-
inspired fisheye (System 1), a hypergon lens-based system (System
2), a Hill sky lens-based system (System 3), and an advanced Hill
sky lens-based system (System 4). These lens configurations
demonstrate that the curved image sensor provides better perfor-
mance than planar image sensors in simple optical systems. In
addition, the combination of the curved image sensor and System
4 offers hyper field-of-view (FOV) of over 200� while sustaining a
high level of resolution. In this curved image sensor, an optimum
radius of curvature (ROC) exists depending on the optical system
and a subtle deviation of ROC of curved image sensor from ROC
of optimal focal plane occurs serious performance degradation.
Moreover, the optical analysis confirmed that the complete bio-
inspired structure is not always the best. In some cases, the incor-
poration of partial biomimetry and artificial design elements
yielded better results in practicality and various applications. Fur-
thermore, the curved image sensor is required not only for the
wide FOV imaging devices but also for the IR or UV region where
the window material is expensive and limited. In this respect,
the curvilinear image sensor can be a breakthrough in the develop-
ment of low cost, simple, small volume, and high resolution imag-
ing systems.
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See Tables A1–A4.



Table A1
Lens information of System 1 (F-number = 4).

Surface Radius (mm) Thickness (mm) Lens material Semi-diameter (mm)

Object Infinity Infinity Infinity
1 34.58 34.58 PK50 34.6
Stop Infinity 0 PK50 5.00
2 Infinity 34.58 PK50 4.10
3 �34.58 15.49 34.60
Image �50.00 – 49.26

Table A2
Lens information of System 2 (F-number = 4).

Surface Radius (mm) Thickness (mm) Lens material Semi-diameter (mm)

Object Infinity Infinity Infinity
1 10.81 4.27 N-LAK7 9.59
2 15.9 6.24 8.54
Stop Infinity 6.24 1.92
3 �15.9 4.27 SSK2 8.54
4 �10.81 13.95 9.6
Image �50 – 21.11

Table A3
Lens information of System 3 (F-number = 4).

Surface Radius (mm) Thickness (mm) Lens material Semi-diameter (mm)

Object Infinity Infinity Infinity
1 130.1 8.61 ULTRAN20 40.96
2 13.07 27.46 13.04
Stop Infinity 0.1 1.93
3 �63 6.55 N-PK51 1.95
4 �6.46 15.56 4.49
Image �50 – 10.15

Table A4
Lens information of System 4 (F-number = 4).

Surface Radius (mm) Thickness (mm) Lens material Semi-diameter (mm)

Object Infinity Infinity Infinity
1 135.05 8.93 N-BAK4 37.01
2 13.57 28.5 13.52
Stop Infinity 0.07 2
3 23.03 18.76 N-LASF31 2.59
4 �6.67 0.67 P-SF68 7.58
5 �17.22 15.2 8.11
Image �50 – 12.69
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