There is growing evidence that multiword information affects processing. In this paper, we look at the effect of word and multiword frequency on the phonetic duration of words in spontaneous speech to (a) extend previous findings and (b) ask whether the relation between word and multiword information changes across the frequency continuum. If highly frequent sequences are stored holistically, then the effect of word frequency should disappear. If alternatively, increased sequence usage causes a change in the prominence of word and multiword information, we should see reduced effects of word frequency, and increased effects of sequence frequency for high frequency sequences. We first extend previous findings by showing that trigram frequency affects single word duration, even when controlling for word predictability. We then show that the effect of trigram frequency increases while the effect of word frequency decreases — but does not disappear — for highly frequent sequences. The findings provide further support for the effect of multiword information on processing and document the growing prominence of multiword information with repeated usage.
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There is growing evidence that speakers (children and adults) are sensitive to the distributional properties of multi-word sequences and draw on such information in production, comprehension and learning (Arnon & Clark, 2011; Arnon & Snider, 2010; Arnon & Cohen Priva, 2013; Bannard & Matthews, 2008; Reali & Christiansen, 2007; Siyanova-Chanturia et al., 2011; Tremblay & Baayen, 2010). Adult speakers are faster to recognize higher frequency four-word phrases (Arnon
& Snider, 2010) and show better memory of them (Tremblay & Baayen, 2010) even when part frequencies are controlled for. Young children (two- and three-year-olds) are faster and more accurate at producing higher frequency phrases compared to lower frequency ones (Bannard & Matthews, 2008) while slightly older children show better production of irregular plurals inside frequent frames (e.g., *Brush your teeth*, Arnon & Clark, 2011).

Finding that speakers are sensitive to the distributional properties of multiword sequences has theoretical and empirical implications. Finding multiword frequency effects across the frequency continuum (not only for very high frequency sequences) highlights the parallels between words and larger sequences (Snider & Arnon, 2012) and makes it harder to argue, as traditional words-and-rules models do, that the forms are generated and processed by two qualitatively different cognitive systems (Pinker & Ullman, 2002; Ullman & Walenski, 2005). The findings expand the range of information speakers are sensitive to and call for production and comprehension models that can capture and predict the effect of multiword information on processing (Arnon & Cohen Priva, 2013).

The findings also raise a novel grain-size challenge: seeing that speakers are sensitive to both word and multiword information, we can ask how these different frequency measures interact in online processing, and whether there are cases where there is competition between word and multiword information. This question has implications for two different bodies of literature: the psycholinguistic literature, and the literature on formulaic language. Grain-size challenges have a long history in psycholinguistics. The debate was made prominent in the 90’s when it became clear that speakers are affected by both structural and lexical properties when processing ambiguous sentences (e.g., Trueswell et al., 1994). In an important paper, Mitchell et al. (1995) raised the grain-size challenge: if speakers are sensitive to distributional information at various grain-sizes (structure, structure given verb), how is that information integrated and weighed in online processing? While the empirical findings since then have made this challenge more complicated — we now know of many more distributional measures that affect processing (predictability, bigram frequency, multiword frequency) — the challenge remains unresolved. We do not have a fully operational model of how different types of information are weighed in online processing. Examining the relative influence of word and multiword information on processing adds another layer to the grain-size challenge.

At the same time, the relation between word and multiword information is highly relevant for studies of formulaic language (Schmitt, 2004; Wray, 2002, 2008). This literature highlights the formulaic aspect of language use. The fact that despite its productive potential, actual language use is restricted, containing a considerable amount of multiword expressions: word combinations that co-occur in
predictable and restricted ways (Sinclair, 1991; Wray, 2002). Such expressions are common in the speech and writing of native speakers (e.g., Conklin & Schmitt, 2008; De Cock, 1998) and are seen as marker of native-like fluency (Pawley & Syder, 1983). The term formulaic language is used differently by different researchers and is applied to many different types of sequences: from short collocations and binomials, through longer multiword expressions, to non-compositional idiomatic expressions (see Wray, 2008 for in depth summary of this research).

While an exact definition of formulaic language is hard to come by (see Ellis, 2012; Wray, 2013), a commonly held assumption is that frequently co-occurring sequences are stored and retrieved as a holistic whole. This assumption is made explicit in Sinclair’s Idiom Principle (Sinclair, 1991), and is also found in more current formulations. To take an example, one of the most cited definitions of formulaic language is the one provided by Alison Wray in her seminal book on formulaic language: “a sequence, continuous or discontinuous, of words or other elements, which is, or appears to be, prefabricated: that is, stored and retrieved whole from memory at the time of use” (Wray, 2002: 9).

The claim that certain multiword sequences are stored and retrieved as wholes is common in the literature, but it is not clear what evidence supports it (see Siyanova-Chanturia & Martinez, 2014; Siyanova-Chanturia, under review). What does it mean to be stored holistically? Such a definition implies that the sequence has a lexical representation that is independent of its parts. To argue for holistic storage, we would have to show not only that speakers are sensitive to the properties of the sequence (semantic, syntactic, distributional), but also that this knowledge is independent of the properties of the parts. While many studies find a processing advantage for formulaic sequences (see Ellis, 2012; Siyanova-Chanturia & Martinez, 2014 for reviews), this does not mean they are stored holistically. In these studies, formulaic sequences are usually defined as highly recurring sequences (they are formulaic because they are highly frequent sequences). Finding that higher frequency sequences are easier to process means that speakers are sensitive to the distributional properties of sequences (and not just words). However, such findings do not mean that the entire sequence is represented as a holistic whole they tell us nothing about the relation between the parts and the whole. Moreover, multiword frequency effects are found across the frequency continuum, not only for high frequency sequences (Arnon & Snider, 2010), which is unexpected if such effects are a marker of the special lexical status of formulaic sequences.

How then can we capture the intuition reflected in the work on formulaic language that there is something special about frequently occurring sequences? The idea that words can fuse into larger units if they co-occur together often is also advocated in usage-based approaches to language, where such chunking processes are thought to play an important role in language learning, use and change.
(Bybee, 1995, 2002, 2010; Bybee & Hopper, 2001). The claim here is that repeated usage of sequences makes them more chunked over time, and that this leads to a processing advantage for the sequence, and to a growing prominence of the sequence relative to the individual words. Importantly, this does not mean that the parts are no longer available, but that there is a weakening of the parts relative to the whole — their effect on use and processing is reduced relative to that of the whole (Bybee, 2002).

The usage-based notion of chunkedness makes two empirical predictions that can be tested by looking at the relative effect of word and multiword frequency on processing. The first prediction is that word frequency will still affect the processing of highly frequent sequences, suggesting that they are not stored holistically. The second prediction is that the effect of the two measures will change across the frequency continuum: the effect of word frequency should weaken for highly frequent sequences (i.e. have less of an effect on processing) while the effect of multiword frequency should increase (i.e. have more of an effect on processing). Taken together, such findings would illustrate the growing prominence of the whole relative to the part with increasing frequency. Interestingly, only two existing studies have looked at the changing prominence of words in highly frequent sequences (Kapatsinki & Radicke, 2009; Sosa & MacFarlane, 2002), both have serious limitations, and neither examined the interplay between word and multiword information across the frequency range.

Sosa & MacFarlane (2002) used a word-monitoring task to examine speakers’ ability to detect the function word of in two-word collocations of varying frequency (e.g., because of, kind of). They found that speakers were slower and less accurate in the highest frequency bin and took this as evidence that high frequency collocations are stored holistically. However, because the test items were naturally produced utterances taken from the Switchboard corpus, and were not controlled for the phonetic duration of the test word (or for any other acoustic factors), detection could have been slowed down simply because the duration of of was shorter in the higher frequency sequences. In a more controlled study, Kapatsinki & Radicke (2009) asked participants to detect the word up in verb-particle collocations of varying frequency (e.g., give up, throw up, sign up). They found a u-shaped pattern: detection got faster as the particle became more predictable and then slowed down in the highest frequency bin. These findings show the predicted strengthening of the bigram information. However, since they only looked at one particle, the findings cannot inform us of the relation between word and sequence frequency. Moreover, since they only looked at two-word sequences, the findings could reflect word-to-word transitional probabilities rather than multiword information.
In this paper, we look at the effect of word and multiword frequency on the phonetic duration of words in spontaneous speech to ask whether the relation between word and multiword information changes across the frequency continuum. If highly frequent sequences are stored holistically, then the effect of word frequency should disappear. If alternatively, increased sequence usage causes a change in the prominence of word and multiword information, we should see reduced effects of word frequency, and increased effects of sequence frequency for higher frequency sequences. There are several advantages to looking at duration in spontaneous speech. First, both word and multiword frequency effects have already been found in this domain, but the interplay between them has rarely been examined (see the following subsection). Second, using spontaneous speech gives us a large number of sequences to look at, a large frequency range to examine, and avoids the possible confounds of having people produce language out of context in the lab (e.g., Bresnan et al., 2007).

Previous Findings on the Effect of Multi-Word Frequency on Phonetic Reduction

Many studies have looked at factors affecting word duration. Phonetic duration is affected by properties of the word itself: words are phonetically reduced when they are more frequent (Bell et al., 2009; Gahl, 2008), have a higher neighborhood density (Gahl et al., 2012), and are repeated in a given conversation (Bell et al., 2009). Word duration is also strongly affected by contextual factors: words are reduced when they appear in more predictable semantic and syntactic environments (Jurafsky et al., 2001; Gahl & Garnsey, 2004; Tily et al., 2009), as well as when they are more predictable given the immediately preceding and immediately following word (Bell et al., 2003, 2009; Jurafsky et al., 2001; Gahl et al., 2012).

Fewer studies have looked at the effect of multiword frequency (as opposed to bigram frequency) on phonetic duration. In a seminal study, Bybee & Schiebman (1999) found that don't was phonetically reduced in frequently recurring phrases like I don't know. Ayelett & Turk (2004) showed that higher trigram syllable frequency leads to shorter duration in a set of items that included (but was not limited to) three monosyllabic word sequences. Until recently, the few studies that have explicitly asked whether duration is affected by multi-word frequency (as opposed to bigram frequency) have yielded mixed results. A repetition study done with children found an effect of multiword frequency on duration (Bannard & Matthews, 2008) while two elicitation studies with adults did not find such effects (Ellis, Simspon-Vlach & Maynard, 2008; Tremblay & Tucker, 2011). This
pattern is surprising given the propensity of multiword frequency effects on other aspects of language use (recognition speed, voice onset, omission rates).

In a recent study we examined the effect of multiword frequency on duration in elicited and spontaneous speech, and found an effect for both speech types (Arnon & Cohen Priva, 2013). Unlike the previous studies, we used a large sample of spontaneous speech (over 4000 trigrams) and controlled carefully for part frequencies. We found that duration is affected by multiword frequency and that syntactic constituency does not modulate the effect: duration was shorter for more frequent trigrams within and across syntactic boundaries. These findings show that duration is affected by multiword frequency, and raise several additional questions. First, because we looked at the duration of the entire sequence, we do not know if all the words in the trigram were affected by sequence frequency. In particular, we cannot rule out the possibility that the effect we saw was driven by the final word and consequently reflects the last word’s increased predictability and not the frequency of the whole trigram. Second, we want to look at the relation between multiword frequency and the predictability of the words given the preceding and following words, two measures that are known to affect duration (e.g., Bell et al., 2003) but were not examined in our previous study.

The Current Studies

In the current paper, we look at the effect of multiword frequency on phonetic duration with several goals in mind. Our first goal is to validate and extend our previous findings. First, we want to ensure that the effect was not just carried by the predictability of the final word. To do so, we look at the effect of trigram frequency on the duration of a single word — the middle word in a trigram. Second, we ask if the effect of sequence frequency persists when we take into account various predictability measures, which were not included in previous studies. We look at predictability given the preceding word, the following word, and given both the preceding and following word — a measure that has only been found previously for function words (Bell et al., 2003, 2009). Our second goal is to go beyond previous findings and look at the prominence of word and multiword information across the frequency continuum as a way of examining the characteristics of formulaic sequences, defined here as highly frequent sequences.1 Specifically, we want to test the predictions that the impact of multiword information
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1. We follow other studies in using frequency as a proxy for formulaicity (e.g., Underwood et al., 2004), though we do not think this is the only factor to affect the formulaicity of a sequence. We return to this topic in the General Discussion.
will increase, and the impact of word information will decrease (but not vanish) for highly frequent sequences.

We examine these questions in three studies. In the first study, we ask if the effect of multiword frequency on duration persists when looking at the middle word of a trigram. In the second study, we ask if the effect remains significant when controlling for a host of predictability measures known to affect duration. In the third study, we examine the prominence of word and multiword information for highly frequent sequences compared to less frequent ones.

Materials and Method

For all the reported studies we used the same sample extracted from the Buckeye Speech Corpus (Pitt et al., 2007). This corpus contains conversational speech recorded from 40 different native speakers of American English (size: ~300,000 words). The recordings are orthographically and phonetically transcribed and are time-aligned enabling us to align each word and phoneme with their durations (see Cohen Priva 2012; §2.7 for more details). We aligned each word with its duration and syntactic properties. Each word was matched with (a) its part-of-speech tag taken from the Buckeye corpus, (b) its duration in the corpus, and (c) its number of phonemes and syllables using the Carnegie Mellon University pronunciation dictionary (CMU dictionary, Weide, 1998).2 We calculated rate of speech as the number of lexical segments per second (including omitted and reduced segments). To control for phrase-final lengthening, we had to identify which of the sequences appeared at an end of an utterance. Each sequence was matched with its location in a prosodic phrase and coded as either phrase-final or not phrase-final: phrases were considered to be continuous speech, allowing gaps of less than 0.1 seconds.

We extracted the trigrams of interest in the following way. First, we extracted all the words that were tagged as nouns (part of speech NN or NNS), had a CMU dictionary transcription, and were preceded and followed by same-utterance words (27,202 words). We restricted our selection to content words in general, and to nouns in particular, since both word type (content vs. function) and syntactic category are also known to affect duration (Bell et al., 2003, 2009). We chose nouns rather than other content word categories because nouns are the most frequent and most diverse word category (number of types) in the Buckeye corpus (and in English more generally). We then extracted the preceding and

---

2. Number of syllables was estimated as the number of vowels in the word.
following word to create three-word sequences where the variable of interest is the duration of the second word.

We excluded sequences that contained filled pauses and interjections (part of speech UH in the Buckeye corpus, e.g. *um, uh, oh, yeah*), as well as sequences that appeared at the end of an utterance (to remove phrase-final lengthening effects). Because we are interested in the effect of part and sequence frequencies on word duration, we removed sequences whose bigrams and trigrams appeared only once in the corpus (to make our calculation of conditional probabilities more reliable). We also removed sequences whose bigram and trigram frequencies were extremely high (over 2.5 sds from the mean frequency in the sample) because they consisted of a few items that appeared very frequently in the corpus (*a lot of, kind of*) and we wanted to ensure any effects of frequency we find are not driven by just a few items. This selection resulted in 8294 trigrams. We then also excluded items where whose word duration was 1.5 IQR lower than the 1st quartile, or 1.5 IQR higher than the 3rd quartile (153 observations were excluded due to this criterion). We ended up with 8141 observations coming from 40 different speakers. We used the corpus to calculate the expected duration for each word by summing the expected duration of each sound in the word – calculated using the geometric mean duration of every occurrence of that sound in the corpus. We calculated the log frequencies of every word, two-word, and three-word sequences using the combined Buckeye, Switchboard (Godfrey, Holliman, & McDaniel, 1992) and Fisher (Cieri, Miller, & Walker, 2004) corpora, to compensate for Buckeye’s relatively small size. We used word and sequence frequencies from the corpus without smoothing (after removing sequences that appeared only once in the three corpora).

We used mixed-effects linear models to conduct our analyses. In all the reported models we reduced collinearity in two ways: residualization and centering. Word and sequence frequencies are highly collinear. Therefore, sequence log frequencies were residualized based on their respective substrings when those appeared in the model (see full details in Arnon & Cohen Priva, 2013). To reduce collinearity further, we mean-centered all the variables by subtracting the mean of each variable from its values.

All models were evaluated using R (R Core Team 2014). Mixed effects linear regressions were conducted using R’s lme4 and lmerTest libraries (Bates et al., 2013; Kuznetsova et al., 2013). For every variable in our studies we report its beta, standard error, t-value, and p-value as evaluated by the lmerTest library. In the tables, we also report for each variable its model-comparison p-value and Wald $\chi^2$-test, estimated using R’s car library’s Anova() function (Fox & Weisberg, 2011), which performs Type II model comparisons. Model comparison was performed against unresidualized versions of the models. We report both residualized beta
values and unresidualized model comparisons and their p-values in light of recent criticism of residualization (Wurm & Fisicaro, 2014).

Study 1: The Effect of Word and Multiword Frequency on Word Duration

In the first study, we replicate and extend previous findings on the effect of multiword frequency. In particular, we look at the middle word in the trigram to ensure that the effect of multiword frequency was not driven by the predictability of the last word in the sequence. Before examining the effect of multiword frequency on duration we wanted to make sure our sample shows the basic effect of word frequency on duration that has been found in previous studies (Bell et al., 2003, 2009; Gahl et al., 2012).

Results and Discussion

1a — Word Frequency Affects Word Duration

As a first step, we wanted to ensure our sample (the 8,141 extracted items) shows the basic effect of word frequency on word duration, before looking at larger frequency measures. To do this, we looked at the middle words in our trigrams. We used a mixed-effects linear regression to estimate the log duration of the word based on its expected duration. We used several phonological and phonetic controls: speakers' logged speech rate, and the log number of phones in the word (residualized using baseline duration). Because we had a mix of singular and plural nouns, and because morphological factors have also been shown to affect duration (Kuperman et al., 2007; Schuppler et al., 2011) we also added plurality to the model. We had speaker as random effect, and logged word frequency, and plurality (singular vs. plural) as fixed effects. Correlations between every two variables were < 0.3, and the kappa of the model after random effects were removed was 14 (low).

As expected, higher word frequency led to shorter word duration in spontaneous speech, ($\beta = -0.034$, SE = 0.002, $t = -18.675$, $p < 10^{-15}$, see Table 1 for the full model). The significance of word frequency was not dependent on the inclusion of speech rate, expected duration, expected duration given part-of-speech, or number of phones (though their inclusion significantly improved the model, all $p$-values < .001 in model comparisons). Not surprisingly, higher speech rate led to shorter durations ($\beta = -0.576$, SE = 0.016, $t = -35.042$, $p < 10^{-15}$) and having a longer expected duration led to longer word duration ($\beta = 0.63$, SE = 0.009, $t = 70.507$, $p < 10^{-15}$). Having a higher number of phones in the word led to shorter
durations ($\beta = -0.11, \ SE = 0.027, \ t = -4.082, \ p < 10^{-4}$) probably due to compression (see Katz, 2012 for a discussion of compression effects in words). The effect of plurality was also significant — controlling for word length and word frequency, word duration was longer for plural nouns ($\beta = 0.024, \ SE = 0.007, \ t = 3.499, \ p < .001$). In sum, our sample shows the expected effect of word frequency on duration: higher frequency led to shorter word duration.

1b — Multiword Frequency Affects Word Duration

We now look at the effect of multiword frequency on word duration. Since much of the variability in word duration emerges from purely phonetic and phonological factors and since phonological factors such as number of sounds per word are highly collinear with frequency measures (Piantadosi, Tily & Gibson, 2011), we created a purely phonetic model of word duration by predicting duration using the sum of the geometric mean duration of the sounds that comprise each word, rate of speech, and two length measurements — number of sounds and number of syllables. We then used the model’s predictions to create a single control variable — the phonetically based approximation of the word’s duration (we label this variable phonetic fit).

We used a mixed-effects linear regression to estimate the log duration of the word based on its expected duration (using our phonetic fit variable that takes phonetic, phonological and speech rate variables into account). We had plurality as an additional variable since it significantly affected duration in the previous model. To look at the effect of the different frequency measures we included the log frequencies of the three words, the residual frequencies of the first and second bigram, and the residual frequency of the trigram. We used speaker as a random

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>p</th>
<th>Model comparison $\chi^2$</th>
<th>Model comparison p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected duration (cent., log)</td>
<td>0.63</td>
<td>0.009</td>
<td>70.507</td>
<td>&lt;10−15</td>
<td>4971.506</td>
<td>&lt;10−15</td>
</tr>
<tr>
<td>Speech rate (cent., log)</td>
<td>−0.58</td>
<td>0.016</td>
<td>−35.042</td>
<td>&lt;10−15</td>
<td>1229.273</td>
<td>&lt;10−15</td>
</tr>
<tr>
<td>Number of phones (cent. resid.)</td>
<td>−0.11</td>
<td>0.027</td>
<td>−4.082</td>
<td>4.5e−05</td>
<td>16.666</td>
<td>4.46e−05</td>
</tr>
<tr>
<td>Word2-Plural</td>
<td>0.024</td>
<td>0.007</td>
<td>3.499</td>
<td>0.00047</td>
<td>12.242</td>
<td>0.000467</td>
</tr>
<tr>
<td>Word2-Freq (log, cent.)</td>
<td>−0.034</td>
<td>0.002</td>
<td>−18.675</td>
<td>&lt;10−15</td>
<td>348.777</td>
<td>&lt;10−15</td>
</tr>
</tbody>
</table>

Table 1. Regression coefficients and $p$ values, effects of word frequency on word duration.
effect (intercept and slope for our variable of interest — trigram frequency). Cor-
relations between every two variables were <0.25, and the kappa of the model
after random effects were removed was 6.04 (low).

As predicted, the effect of trigram frequency on the duration of the mid-

dle word in the trigram was significant when controlling for part frequencies:
higher trigram frequency led to shorter duration trigram frequency ($\beta = -0.039,
SE = 0.004, t = -9.005, p < 10^{-9}$, see Table 2 for full model). The frequency of the
word itself also affected duration: higher frequency led to shorter duration ($\beta =
-0.036, SE = 0.002, t = -20.642, p < 10^{-15}$), as did the frequency of the first bi-
gram (word12: $\beta = -0.014, SE = 0.002, t = -6.683, p < 10^{-10}$) and the last bigram
(word23: $\beta = -0.036, SE = 0.002, t = -17.589, p < 10^{-15}$). The effect of the control
measures was as expected. Longer expected duration led to longer actual duration
($\beta = 0.9, SE = 0.012, t = 76.789, p < 10^{-15}$), and being a plural noun also led to lon-
ger word duration (even though word length was controlled for, $\beta = 0.026, SE =
0.006, t = 4.072, p < 10^{-4}$).

The frequency of the first and the third word had an unexpected, inverse ef-
fect on duration: duration was longer when the first and third words were more
frequent (first: $\beta = 0.008, SE = 0.001, t = 5.782, p < 10^{-8}$, last: $\beta = 0.024, SE =
0.002, t = 15.994, p < 10^{-15}$). Neither effect is dependent on the inclusion of other
variables. We believe both effects stem from (a) the relatively skewed distribution
of words surrounding the nouns: the most frequent 10 words appearing in both

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>$p$</th>
<th>Model comparison $\chi^2$</th>
<th>Model comparison $p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected phonetic duration (cent., log)</td>
<td>0.9</td>
<td>0.012</td>
<td>76.789</td>
<td>&lt;10–15</td>
<td>5896.587</td>
<td>&lt;10–15</td>
</tr>
<tr>
<td>Word2-Plural</td>
<td>0.026</td>
<td>0.006</td>
<td>4.072</td>
<td>4.7e–05</td>
<td>16.584</td>
<td>4.65e–05</td>
</tr>
<tr>
<td>Word1-Freq (log, cent.)</td>
<td>0.008</td>
<td>0.001</td>
<td>5.782</td>
<td>7.6e–09</td>
<td>33.432</td>
<td>7.38e–09</td>
</tr>
<tr>
<td>Word2-Freq (log, cent.)</td>
<td>-0.036</td>
<td>0.002</td>
<td>-20.642</td>
<td>&lt;10–15</td>
<td>426.086</td>
<td>&lt;10–15</td>
</tr>
<tr>
<td>Word3-Freq (log, cent.)</td>
<td>0.024</td>
<td>0.002</td>
<td>15.994</td>
<td>&lt;10–15</td>
<td>255.813</td>
<td>&lt;10–15</td>
</tr>
<tr>
<td>Bigram1-Freq (log, cent. resid.)</td>
<td>-0.014</td>
<td>0.002</td>
<td>-6.683</td>
<td>2.5e–11</td>
<td>44.664</td>
<td>2.34e–11</td>
</tr>
<tr>
<td>Bigram2-Freq (log, cent. resid.)</td>
<td>-0.036</td>
<td>0.002</td>
<td>-17.589</td>
<td>&lt;10–15</td>
<td>309.375</td>
<td>&lt;10–15</td>
</tr>
<tr>
<td>Trigram-Freq (log, cent. resid.)</td>
<td>-0.039</td>
<td>0.004</td>
<td>-9.005</td>
<td>&lt;10–15</td>
<td>81.089</td>
<td>&lt;10–15</td>
</tr>
</tbody>
</table>
positions comprise more than 50% of the data, and (b) the fact that many of the
words appearing before and after the nouns are function words whose frequency
may be less predictive of the duration of the following and preceding word com-
pared to content words. This assumption is supported by the fact that when we
exclude sequences whose first word is a function word — the effect of the first
word’s frequency on the duration of the middle word is as expected: higher fre-
quency words lead to shorter duration.

In this study, we replicate the effect of trigram frequency on duration found
in previous studies, and show it is not driven by the predictability of the final
word but is present even in the middle word of the sequence. Next we ask how
various predictability measures affect duration, and whether trigram frequency is
still predictive when those measures are taken into account.

**Study 2: The Effect of Multiword Frequency on Duration when Controlling
for Predictability Measures**

In this study, we want to see if the effect of multiword frequency persists when we
control for predictability measures that are known to affect word duration, and
which were not controlled for in our previous study. Word duration is affected by
the predictability of the word given the preceding and following words (e.g., Bell
et al., 2003). The effect of predictability given both the preceding and the follow-
ning word is less clear: it has been found for frequent function words (Bell et al.,
2003) but not for content words (Bell et al., 2009). Here, we want to both examine
the different predictability measures and ask whether the effect of multiword fre-
quency persists when all three measures (predictability given the previous word,
given the following word, and given both the previous and following words) are
taken into account.

**Results and Discussion**

We use the same sample as the previous studies, and like before, we use a
mixed-effects linear regression to estimate the log duration of the word based on
the expected duration (using our phonetic fit variable that takes phonetic, pho-
nological and speech rate variables into account). We had plurality in the model,
and had speaker as a random effect. We included three predictability measures,
all of which were calculated using maximum likelihood estimates of the logged
probability of the middle word given the context in question: (a) negative log pre-
dictability of the word given the previous word, \(-\log Pr(\text{middle word}|\text{first word})\),
(b) negative log predictability of the word given the following word, \(-\log \Pr(\text{middle word}|\text{last word})\), and (c) negative log predictability of the word given both the preceding and the following words, \(-\log \Pr(\text{middle word}|\text{first and last words})\). All probability measurements were residualized based on the log frequency of word2. The conditional probabilities cannot be estimated alongside the frequencies of their parts (e.g., \(\log \Pr(\text{middle word}|\text{last word})\) is equal to \(\log \Pr(\text{second bigram}) – \log \Pr(\text{last word})\)). Therefore, the log frequencies of word1 and word3 were not included in the model, and were not used for residualization. Correlations between every two variables were \(\leq 0.3\), and the kappa of the model after random effects were removed was 7.96 (low).

The effect of trigram frequency on the duration of the middle word in the trigram remained significant when controlling for all three predictability measures: higher frequency sequences led to shorter middle word durations (\(\beta = -0.011, SE = 0.002, t = -6.116, p < 10^{-8}\), see Table 3). The predictability measures themselves also had an effect on duration. Words were shorter when they were more predictable given the following word (\(\beta = 0.023, SE = 0.001, t = 20.785, p < 10^{-15}\)), and when they were more predictable given the previous word (\(\beta = 0.008, SE = 0.001, t = 7.589, p < 10^{-13}\)). Words were also shorter when they were more predictable given both the preceding and following word (\(\beta = 0.015, SE = 0.002, t = 8.235, p < 10^{-15}\)), an effect that was previously found only for function words, and which provides converging evidence to the influence of distributional properties larger than bigrams on word duration.

The frequency of the word itself also affected duration: words were shorter when they were more frequent, (\(\beta = -0.035, SE = 0.002, t = -20.209, p < 10^{-15}\)). The effect of the control measures was also as expected. Longer expected duration led to longer actual duration (\(\beta = 0.91, SE = 0.012, t = 76.829, p < 10^{-15}\)) and being a plural noun also led to longer word duration (even when word length was controlled, \(\beta = 0.028, SE = 0.006, t = 4.391, p < 10^{-4}\)).

In sum, the second study found robust effects of multiword frequency on phonetic duration even when the word in question was the middle word of a sequence (and not the final word), and even when controlling for a host of predictability measures. Interestingly, the predictability of the word given its surrounding context had an effect on duration — an effect that was not found for content words previously (Bell et al., 2009). This difference may be due to our more uniform subset of data — we used only nouns whereas previous research used either function words (for which a similar effect was found) or many kinds of content words. Importantly, the frequency of the sequence appears to have an effect on duration beyond the frequency and predictability of the word itself. Having established the effect of multiword frequency on phonetic duration, we can
now ask whether part and whole information play a similar role across the frequency continuum as a way to ask if they are really stored holistically.

### Study 3: The Changing Effects of Word and Multiword Frequency Across the Frequency Continuum

The first two studies replicated and expanded the effect of multiword frequency on duration. In the third study, we test the usage-based predictions about part and whole prominence by looking at the effect of word and trigram frequency across the frequency continuum. If, as suggested in the formulaic language literature, highly frequency sequences become stored holistically, then we would expect not to find an effect of word frequency for highly frequent sequences. If, alternatively, repeated usage leads to a change in the prominence word and multiword information, as suggested in usage-based approaches, we would expect the effect of whole frequency to increase and the effect of part frequency to decrease (but not vanish entirely) for highly frequent sequences. We explore this question by comparing the effect of word, bigram and trigram frequency for items in the highest frequency quartile, to their effect in the entire sample.

### Table 3. Regression coefficients and p values for effect of multiword frequency on word duration, controlling for predictability.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE</th>
<th>t</th>
<th>p</th>
<th>Model comparison</th>
<th>Model comparison</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected phonetic duration</td>
<td>0.91</td>
<td>0.012</td>
<td>76.829</td>
<td>&lt;10–15</td>
<td>5902.726</td>
<td>&lt;10–15</td>
</tr>
<tr>
<td>Word2-Plural</td>
<td>0.028</td>
<td>0.006</td>
<td>4.391</td>
<td>1.1e–05</td>
<td>19.282</td>
<td>1.13e–05</td>
</tr>
<tr>
<td>Word2-Freq (log, cent.)</td>
<td>−0.035</td>
<td>0.002</td>
<td>−20.209</td>
<td>&lt;10–15</td>
<td>408.411</td>
<td>&lt;10–15</td>
</tr>
<tr>
<td>Pred (word2</td>
<td>word1)</td>
<td>0.008</td>
<td>0.001</td>
<td>7.589</td>
<td>3.6e–14</td>
<td>57.588</td>
</tr>
<tr>
<td>Pred (word2</td>
<td>word3)</td>
<td>0.023</td>
<td>0.001</td>
<td>20.785</td>
<td>&lt;10–15</td>
<td>432.029</td>
</tr>
<tr>
<td>Pred (word2</td>
<td>word13)</td>
<td>0.015</td>
<td>0.002</td>
<td>8.235</td>
<td>&lt;10–15</td>
<td>67.817</td>
</tr>
<tr>
<td>Trigram-Freq (log, cent. resid.)</td>
<td>−0.011</td>
<td>0.002</td>
<td>−6.116</td>
<td>1.96e–09</td>
<td>37.405</td>
<td>9.6e–10</td>
</tr>
</tbody>
</table>
Results and Discussion

We used the same sample of 8141 observations used in the previous studies. As in the previous studies, we used a mixed-effects linear regression to estimate the log duration of the word based on its’ expected duration (using our phonetic fit variable that takes phonetic, phonological and speech rate variables into account), and had plurality as a fixed effect and speaker as random effect. We used the same methods to reduce collinearity and to assess the significance of the different variables.

To examine the possible change in the effect of word and multiword information on duration for very frequent sequences, we divided our items according to trigram frequency. We defined very frequent as being in the 4th quartile in terms of trigram frequency: there were 2031 such items, with a mean trigram frequency of 39 occurrences per million (in the combined Switchboard, Fisher and Buckeye corpus). This is higher than the 10-per-million threshold often used as a cut off for formulaic sequences or lexical bundles (e.g., Biber et al., 1999). The range of word frequencies was similar for the very frequent sequences compared to the rest of the sample (highly frequent sequences: words ranged from 11–8277 per million, mean 889. 1st-2nd-3rd-quartiles: words ranged from 0.3–8277 per million, mean 674). This is important since we want to compare the effect of word frequency in the two bins, and need to ensure that there is similar variability in word frequencies.

We examined the way sequence-frequency (as a binary factor: high — in the 4th quartile, low — all the rest) interacted with the logged frequency of the word and the trigram. If the effect of word frequency decreases and the effect of trigram frequency increases for highly frequent sequences, then we expect both interactions to (a) be significant, and (b) go in opposite directions. We use a mixed-effects linear regression to estimate the log duration of the vowel based on the expected duration (using our phonetic fit variable that takes phonetic, phonological and speech rate variables into account). We had plurality in the model, and had speaker as a random effect (intercept and slope for our variable of interest). The model had the log frequencies of the three words, the residual frequencies of the first and second bigram, and the residual frequency of the trigram. It also had two interaction terms: between sequence-frequency (high vs. the rest) and logged word frequency, and between sequence-frequency (high vs. the rest) and trigram frequency. Correlations between the non-interaction terms were <0.3, and the kappa of the unresidualized model was 8.52 (low).

As predicted, both interactions were significant, and went in opposite directions. The effect of word frequency on duration was smaller for highly frequent
sequences compared to the rest of the sample ($\beta = 0.02, SE = 0.005, t = 4.017, p < 10^{-4}$, see Table 4). At the same time, the effect of trigram frequency on duration was larger for highly frequent sequences ($\beta = -0.036, SE = 0.011, t = -3.181, p < 0.01$). In other words, the effect of multiword information increased while the effect of word information decreased. Importantly, the effect of word frequency remained significant ($\beta = -0.038, SE = 0.002, t = -19.401, p < 10^{-15}$) and this was true also when we looked only at the highly frequent sequences ($p < .03$). Word information still affects the processing of highly frequent sequences.

The effect of trigram frequency was still significant across the entire sample ($\beta = -0.034, SE = 0.005, t = -6.567, p < 10^{-8}$), as was the effect of the first bigram ($\beta = -0.013, SE = 0.002, t = -5.635, p < 10^{-7}$) and second bigram ($\beta = -0.034, SE = 0.002, t = -15.086, p < 10^{-15}$). All control variables behaved as expected.

Looking at the effect of word and multiword frequency on duration in highly frequent sequences, and comparing those effects to the ones in the entire sample revealed several interesting patterns. The effect of multiword information increased with repeated usage: word duration was more affected by trigram frequency for

<table>
<thead>
<tr>
<th>Variable</th>
<th>Estimate</th>
<th>SE</th>
<th>$t$</th>
<th>$p$</th>
<th>Model comparison $\chi^2$</th>
<th>Model comparison $p$-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Expected phonetic duration (cent., log)</td>
<td>0.9</td>
<td>0.012</td>
<td>76.715</td>
<td>$&lt;10^{-15}$</td>
<td>5893.851</td>
<td>$&lt;10^{-15}$</td>
</tr>
<tr>
<td>Word2-Plural</td>
<td>0.024</td>
<td>0.007</td>
<td>3.627</td>
<td>0.000289</td>
<td>14.019</td>
<td>0.000181</td>
</tr>
<tr>
<td>Word1-Freq (log, cent.)</td>
<td>0.008</td>
<td>0.001</td>
<td>5.796</td>
<td>7.06e-09</td>
<td>66.017</td>
<td>$&lt;10^{-15}$</td>
</tr>
<tr>
<td>Word2-Freq (log, cent.)</td>
<td>-0.038</td>
<td>0.002</td>
<td>-19.401</td>
<td>$&lt;10^{-15}$</td>
<td>50.387</td>
<td>1.26e-12</td>
</tr>
<tr>
<td>Word3-Freq (log, cent.)</td>
<td>0.025</td>
<td>0.002</td>
<td>15.99</td>
<td>$&lt;10^{-15}$</td>
<td>375.674</td>
<td>$&lt;10^{-15}$</td>
</tr>
<tr>
<td>Bigram1-Freq (log, cent. resid.)</td>
<td>-0.013</td>
<td>0.002</td>
<td>-5.635</td>
<td>1.81e-08</td>
<td>10.863</td>
<td>0.000981</td>
</tr>
<tr>
<td>Bigram2-Freq (log, cent. resid.)</td>
<td>-0.034</td>
<td>0.002</td>
<td>-15.086</td>
<td>$&lt;10^{-15}$</td>
<td>3.625</td>
<td>0.0569</td>
</tr>
<tr>
<td>Trigram-Freq (log, cent. resid.)</td>
<td>-0.034</td>
<td>0.005</td>
<td>-6.567</td>
<td>8.7e-09</td>
<td>121.193</td>
<td>$&lt;10^{-15}$</td>
</tr>
<tr>
<td>Word2-Freq X 4th-quartile</td>
<td>0.02</td>
<td>0.005</td>
<td>4.017</td>
<td>5.94e-05</td>
<td>18.573</td>
<td>1.64e-05</td>
</tr>
<tr>
<td>Trigram-Freq X 4th-quartile</td>
<td>-0.036</td>
<td>0.011</td>
<td>-3.181</td>
<td>0.00148</td>
<td>5.964</td>
<td>0.0146</td>
</tr>
</tbody>
</table>
sequences in the highest frequency quartile. At the same time, the effect of word information on duration decreased: word frequency affected duration less for highly frequent sequences. Both findings are consistent with usage-based predictions and illustrate the growing prominence of whole information with repeated usage. The findings also show that part information still plays a role in the processing of even highly frequent sequences.

General Discussion

In a series of three studies, we set out to examine the effect of word and multiword frequency on the phonetic duration of words in spontaneous speech. In the first study, we show that trigram frequency affects the duration of the second word of the trigram in spontaneous speech — ensuring that previous findings were not driven solely by the final word in the sequence. In the second study, we show that the effect of multiword frequency persists when controlling for the predictability of the word given the words around it, variables not taken into account in our previous work. This study also shows that the duration of content words is affected by the predictability of the word given both the preceding and following word, a finding previously reported only for function words (Bell et al., 2003, 2009). In the third study, we document a change in the prominence of word and multiword information with growing sequence frequency: for highly frequent sequences, the effect of word frequency on duration decreases while the effect of trigram frequency on duration increases. This novel finding shows that repeated usage leads to a growing prominence of multiword information without obliterating the effect of word information.

These findings join the growing literature on the effect of multiword information on processing. They show that such effects are robust, found across a range of different types of trigrams, and are not only predictability effects in disguise. Theoretically, finding multiword frequency effects across a wide range of linguistic tasks and items further demonstrates the parallels between words and larger sequences, and makes it harder to argue that the two are processed by qualitatively different systems (Pinker, 1999; Pinker & Ullman, 2002). Instead, the findings provide support for a single-system view of language (Elman, 2009; McClelland et al., 2010) where all linguistic experience is processed by a similar cognitive mechanism. The findings also have theoretical and practical implications for how we think about formulaic sequences.
Implications for Studies of Formulaic Language

We looked at the relative effect of word and multiword information on duration as a way to contrast two interpretations of what happens to the representation of sequences when they recur frequently. One view — found in the formulaic language literature — suggests that increased repetition leads to holistic storage for formulaic sequences (e.g., Wray, 2002). Being stored holistically implies that speakers no longer have access to the parts making up the whole. Taken seriously, this claim leads to the prediction that the effect of part frequency will not be present for such sequences. On the other hand, the view expressed in usage-based approaches (e.g., Bybee, 2002) suggests that repeated usage leads to a growing prominence of the sequence relative to the individual words, while still leaving word information available. Importantly, neither interpretation has been tested empirically in a satisfactory way. The few studies that have looked at the relation between word and multiword information in production (Kapatsinski & Radicke, 2009; Sosa & MacFarleane, 2002) did not systematically examine items varying in both word and multiword frequency.

Our findings support the usage-based interpretation of the effect of repeated usage. We found that the effect of multiword information increased for highly frequent sequences while the effect of word information decreased. However, the effect of word frequency remained significant even for highly frequent sequences. It is important to note that our highly frequent sequences had a mean frequency of 40-per-million: four times higher than the ten-per-million that is often taken to indicate lexical storage. These findings demonstrate the increased prominence of multiword information with increased frequency, while indicating that part information is still available.

The claim that formulaic sequences are stored holistically is quite common in the formulaic language literature, but it is not entirely clear what holistic storage entails or what the supportive evidence is (Siyanova-Chanturia, under review). As discussed in the introduction, finding processing advantages for formulaic sequences does not mean that these sequences are stored as a holistic whole. To substantiate the claim, the empirical predictions have to be made clearer: What does it mean to be stored holistically? How are such sequences empirically distinguishable from ones that are not stored holistically? On a more conceptual level, there may not be a need to argue for holistic storage. The intuition that there is something special about the processing and use of formulaic sequences — and the resulting processing and acquisition benefits — can be captured without assuming that they are stored as one holistic unit, simply by allowing the whole to become more prominent with increased usage.
One limitation of the current findings is that we used frequency as a proxy for formulaicity: our formulaic sequences were simply highly frequent sequences. While this is not uncommon in studies of formulaic language (e.g., Biber, 2009; Conklin & Schmitt, 2008), it is clear that other factors beyond frequency play a role in how ‘chunked’ or cohesive a sequence is. Recent studies suggest that a host of measures (and their combination) impact the perceived formulaicity of a sequence — among them mutual information, discourse function, semantic compositionality, and more (Simpson-Vlach & Ellis, 2010; Martinez & Schmitt, 2012; O’Donnol et al., 2013). Looking at the relation between part and whole frequency may contribute to this debate. We can ask if sequences that are defined as formulaic on other dimensions (MI, discourse-function) also display an increased prominence of multiword information relative to less formulaic sequences. We may also be able to use the increased prominence of multiword information as a diagnostic measure: find those sequences that are more affected by multiword information and examine their semantic, syntactic and distributional properties. Another limitation is that we looked only at the highest frequency quartile — further work needs to examine more subtle changes that may occur across the frequency continuum.

**Implications for Grain-Size Challenges in Psycholinguistics**

The changing relation between word and multiword information is also relevant for the grain-size debate in the psycholinguistic literature. Despite the increase in knowledge about the different distributional measures that affect processing, there has been relatively little work attempting to integrate the different measures in one predictive model. In particular, what is lacking is a principled model of how different frequency measures are weighted in online processing, and how that relation may be impacted by item characteristics (e.g., highly frequent sequences) and task characteristics (e.g., production vs. comprehension). Bayesian models may be one useful tool for exploring these questions because they allow us to model both the information itself and speakers’ confidence about it. How can we explain the growing effect of trigram frequency for more frequent trigrams at the expense of unigram frequency? One possibility is that speakers draw on multiple sources of information for production, but their confidence in the sources differs. A word in isolation is a good source of information when little is known about its surrounding context, but if larger contexts are reliable enough (= frequent enough), then the importance of the word in isolation diminishes. A related approach has been used in statistical natural language processing since the
mid-1990s — where the relative importance of a word’s frequency is discounted when it appears in restricted contexts (Kneser & Ney, 1995).

Conclusion

In this paper, we find robust effects of multiword frequency on single word duration when controlling for the predictability of the word given its context. We go on to show that the effect of word and multiword information changes for highly frequent sequences: while the effect of trigram frequency increases, the effect of word frequency decreases. The findings provide further evidence for the effect of multiword information on processing. From the perspective of formulaic language research, they show that repeated usage of sequences leads to a growing prominence of the whole, but that part information is still available.
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