Checking up on (ϕ-)Agree

1 Introduction

In recent work a debate has arisen concerning the directionality of the operation Agree. While Chomsky’s (2000) original proposal was that uninterpretable features must probe downwards to find an interpretable and valued goal (Downwards Agree, DA), more recent work has suggested that uninterpretable features instead probe upwards (Upwards Agree, UA), as in the following definition (adapted from Zeijlstra 2012):

(1) Upward Agree: \( \alpha \) Agrees with \( \beta \) iff:
   a. \( \alpha \) carries at least one uninterpretable feature and \( \beta \) carries a matching interpretable feature;
   b. \( \beta \) c-commands \( \alpha \);
   c. \( \beta \) is the closest goal to \( \alpha \)

The motivation for DA has arisen primarily from patterns of \( \varphi \)-agreement with lower arguments, often collectively referred to as “long-distance” agreement, while the central motivation for UA has come from phenomena such as negative concord (Zeijlstra et al., 2004; Zeijlstra, 2008b, 2012), Sequence of Tense (Zeijlstra, 2012), (Strict) NPI licensing (den Dikken, 2006; Chierchia, 2013), binding (Hicks 2009, Reuland 2006, etc.), semantic agreement (Smith, 2015), and inflection doubling (Wurmbrand 2012a,b, 2014, Bjorkman 2016). In this context, the question arises of whether either DA or UA can provide a unified account of featural relations in syntax. Indeed, there is an increasing body of work that argues that the direction of probing should be flexible, across languages and potentially across features (Baker 2008, Béjar and Rezac 2009, Merchant 2006, 2011).

Rather than adopting a flexible definition of Agree, this paper argues for a unification of feature checking in the direction of UA. We begin with the observation that while long-distance agreement is for DA the core case of agreement, in fact long-distance agreement is less robust than agreement with higher arguments in several ways. This casts doubt on the universal validity of DA. We furthermore demonstrate that our version of UA (slightly modified from previous proposals) actually predicts the attested constraints on long-distance agreement. This result is particularly relevant
given Preminger’s (2014) argument that certain cases of cross-clausal agreement (specifically in Tsez and Basque) are flatly incompatible with any UA account. We also show that our account of long-distance agreement eliminates the need for special “EPP” features to derive Agree-related movement, developing and improving a proposal by Bošković (2007) that movement is triggered solely by the need to check uninterpretable feature.

The core of our proposal rests on the observation that downward ϕ-agreement (i.e. morphological agreement between a ϕ-probe and a goal c-commanded by this probe) appears to always be parasitic on pre-existing UA-relations between such probes and goals, while upward ϕ-agreement (i.e morphological agreement where the goal c-commands its ϕ-probe) seems independent of such specific requirements of the goal. Baker (2008) makes similar observations for languages with case-linked ϕ-agreement; in this paper we extend the generalization beyond case to information-structure-linked agreement of a type that has been described for Tsez (Polinsky and Potsdam 2001), as well as for various Algonquian languages (cf. Branigan and MacKenzie 2002, Hamilton and Fry 2014). We argue that this asymmetry arises because apparent downward agreement is in all cases an instance of (possibly incomplete) upwards valuation that is dependent on a separate independently-established UA relation, often based on case licensing, but sometimes based on other features as well. This move unifies downward ϕ-agreement with canonical instances of UA (Spec-Head agreement, negative concord, inflection doubling, etc.), a unification that has been unavailable in DA frameworks, though it also crucially relies on a distinction between checking and valuation, as in Pesetsky and Torrego (2007), Arregi and Nevins (2012), Bhatt and Walkow (2013).

We thus use the term agreement for actual surface instances of co-varying (ϕ-)morphology, distinct from Agree, which is an operation that establishes syntactic dependencies via feature checking.

The organization of the paper is as follows. In section 2 we provide a detailed overview of the asymmetries in agreement with higher vs. lower controllers, and discuss the challenges DA accounts face in accounting for those asymmetries, motivating a reanalysis in UA terms. In section 3 we briefly introduce the formal mechanism of UA as it has been applied in previous work, before discussing in more detail the modified version of UA we apply to downward ϕ-agreement.
Section 4 is devoted to case studies, demonstrating how UA can account not only for basic cases of case-linked agreement (quirky agreement with nominative objects, ergative/absolutive agreement patterns), but also cross-clausal agreement of the types found in Basque and Tsez. Section 5 compares the resulting picture with the alternative possibilities framed in terms of DA, addressing recent criticisms of UA more generally, and concludes the paper by discussing some domains for future work. Section 6 concludes. Our central conclusion is that downward agreement is not incompatible with UA, because UA is a mechanism of feature checking, which is compatible in some cases with the checker of a probe being distinct from the element that values it.

2 Asymmetries in $\varphi$-agreement

Looking across languages, we find finite verbal agreement with both higher and lower arguments (i.e. arguments that c-command the target of agreement, and arguments that are c-commanded by the target of agreement), with both directions of agreement often attested within a single language. The existence of agreement with structurally lower arguments existence is in fact part of the original motivation for DA articulated in Chomsky (2000) and poses an empirical challenge for UA theories (as it did for earlier theories of Spec-Head agreement).

From the perspective of a downwards-probing theory, agreement with structurally lower arguments—often referred to as long-distance agreement (LDA) even when linearly and structurally quite local—is thus the core case of $\varphi$-agreement, the result of Agree without any “EPP”-triggered movement. This might lead to an expectation that LDA should be less marked than agreement with structurally higher arguments—or at least should not be more marked.

When we compare the two configurations for agreement, however, we instead find asymmetries that favour upward agreement (i.e. agreement with higher arguments) as the default. Comparing both across and within languages, downwards agreement (i.e. long-distance agreement) is marked in two different ways: it is often defective, and it appears to generally be dependent on other properties of the agreement target. Below we discuss defectivity and dependency in turn.

By saying that downward agreement is often defective, we mean that when both downward and upward agreement are attested within a single language, downward agreement—agreement with
structurally lower goals—may track only a subset of the ϕ-features reflected by upward agreement. The reverse, where agreement with higher goals tracks a subset of the ϕ-features active in a language’s agreement system, appears to be unattested.

To illustrate, a well-known case of defectivity in downward agreement can be found in Arabic. In Standard Arabic, clausal subjects can generally appear in either pre- or post-verbal position, but ϕ-agreement with preverbal DPs is richer than ϕ-agreement with postverbal DPs: pre-verbal subjects control number, person and gender agreement, while post-verbal subjects control only person and gender agreement (Fassi Fehri, 1993).

\[1\] A similar profile arises in English “expletive” *there* sentences, though in English postverbal agreement is only optionally defective: existentials can exhibit agreement with a plural postverbal associate, as in (3a), but for many speakers this agreement is optional in colloquial registers, so that (3b) is also grammatical.

(3) a. There are three books on the table.
   b. There’s three books on the table.

The Arabic and English examples are not the only examples of defective (long-distance) downward agreement. Baker (2008) generalizes such patterns under his principle SCOPA, which states that
person agreement can only be local (for him, under Spec-Head agreement of a T probe), whereas number or gender agreement can apply either locally or at a distance, as illustrated in (4) for Gujarati (Baker 2008: 92, after Bhatt 2005). Baker points out that in perfective aspect Gujarati verbs agree with the object (4a). However, such objects can never trigger person agreement on an (auxiliary) verb (4b), even though auxiliary verbs can agree in person when agreement is with the subject in Spec,TP (4c).

(4) a. mEN tehmahri behEn-one bolawi.
   I.ERG your sisters.F-ACC invited.F
   ‘I invited your sisters.’

   b. Māi tam-ne mar-yā che.
      I.ERG you.PL-ACC strike-PERF.M.PL be.PRES.3SG
      ‘I have struck you.’

   c. tEhme āw-ya cho.
      you.PL come-PERF.M.PL be.PRES.2SG
      ‘You have come.’ (Gujarati)

Baker’s SCOPA has turned out to be too strong as a generalization: Preminger (2011) points out that there are cases where full φ-agreement can apply on a distance. Nonetheless, the weaker generalization we advance here remains uncontested, namely that whenever there is an asymmetry between upward and downward agreement, it is always downward agreement (long-distance φ-agreement) that is defective. The reverse pattern (defective local φ-agreement with full long-distance φ-agreement) is apparently unattested.

The second type of asymmetry we find is that downward φ-agreement is dependent on properties of the agreement target (e.g. its case), while upward agreement need not be. This has been widely noted by authors working on φ-agreement phenomena. It is based on the many languages where φ-agreement is dependent on (morphological) case that Bobaljik (2008) argues that φ-agreement must derivationally follow case calculations, so that it can make reference to their output, though for Bobaljik both agreement and case are determined post-syntactically. Baker (2008) proposes a less absolute link between the direction of agreement (upward or downward)
and its sensitivity to case: he shows that several languages that allow downward agreement often
also make that agreement dependent on the argument’s case value (Baker 2008: 219–223). For
instance, in languages like Icelandic, finite agreement is possible with lower (object) arguments,
but only when those arguments are nominative.

Another illustration of this dependency can be found in the well-studied interactions between
ergative-absolutive patterns of case and agreement. It is commonly noted that ergative alignment
in agreement appears to depend on ergative alignment in case: there seems to be no language with
a nominative-accusative case system but ergative-absolutive agreement, while the reverse system
of ergative-absolutive case with nominative-accusative alignment in agreement is quite common
(Dixon 1979, et seq.). In light of the current discussion, this generalization can be restated as
follows: in languages with ergative-absolutive case systems, agreement is either (i) uniformly
with clausal subjects (i.e. with arguments structurally higher than the agreeing head), or else
(ii) is dependent on case (i.e. with absolutive arguments, regardless of their structural position).
Again we see that the type of agreement predicted by DA is dependent on case, while the type of
agreement predicted by UA can be independent. Other patterns that reveal this asymmetry between
UA and DA can be found in languages like Kinande, a Bantu language where finite agreement can
only target pre-verbal DPs, independent of the argument’s grammatical role, as illustrated in (5).
This uniformly upwards ϕ-agreement does not appear to be case-linked: it is an open question
whether Niger-Congo languages exhibit structural case at all (Harford Perez 1985, Diercks 2013,
a.o.), but even if they do, ϕ-agreement is not dependent on it, as illustrated by agreement with the
locative argument in (5c-d).

(5)  a. Abakali mo-ba-seny-ire olukwi (lw’-omo-mbasas)
    women.2 AFF-2S/T-chop-EXT wood.11 LK11-LOC.18-axe.9
    ‘The woman chopped wood (with an axe).’

    b. Olukwi si-lu-li-seny-a bakali (omo-mbasas)
    wood.11 NEG-11S-PRES-chop-FV women.2 LOC.18-axe.9
    ‘WOMEN do not chop wood (with an axe).’
   LOC.17-table 17S-T-put-PASS-FV peanuts.19
   ‘On the table were put peanuts.’

d. Omo-mulongo mw-a-hik-a mukali.
   LOC.18-village.3 18S-PAST-arrive-FV woman.1
   ‘At the village arrived a woman.’

Agreement of the type seen in Kinande, not dependent on any property of the target, can be analyzed as resulting from a simple upwards-probing Agree relation (UA). That does not mean that this is the only analysis possible, of course: as pointed out by Preminger and Polinsky (2015), one could always maintain that these goals start out below the probe and move to the preverbal position as a result of a downwards-probing Agree relation (DA) and stand in another Agree relation with this probe as well (e.g., a structural case relation, or a discourse-configurational) relation.

The patterns of agreement surveyed so far all involve long-distance ϕ-agreement that is dependent on case. We appear to find a different pattern with truly long-distance agreement, in languages with cross-clausal agreement between a matrix clause and an argument of an embedded finite clause, such as has been described for Tsez (Polinsky and Potsdam 2001), and for Algonquian languages (Branigan and MacKenzie 2002; Hamilton and Fry 2014). In these languages we find long-distance agreement dependent not on case, but on information structure. Polinsky and Potsdam (2001) demonstrate that cross-clausal agreement in Tsez, which is possible only with embedded absolutive arguments, is obligatory when the embedded absolutive is a topic; in the absence of a topical interpretation for the embedded absolutive, agreement is impossible.

(6) Enir [ uzā magalu b-āc’ruši ] b-iyxo
   mother [ boy bread.ABS(III) III-ate ] III-know
   ‘The mother knows [ (that) (as for the bread) the boy ate it ].’

Branigan and MacKenzie (2002) describe a similar set of facts in the Algonquian language Innu-aimūn. Innu-aimūn, like Tsez, exhibits optional agreement with embedded arguments, which results in a topic-like interpretation for those arguments. Cross-clausal agreement in Tsez is discussed in more detail in section 4.3; for our present purposes what is relevant is that in such
languages downward agreement is dependent on a property of the target argument other than case.

The independence of UA-compatible feature valuation is yet clearer when we look outside the domain of ϕ-agreement (where the data have been given explanations in both UA or DA terms, and so do not conclusively decide between the two models). For reasons of space, we will discuss two examples here: Negative Concord and inflectional doubling.

If Negative Concord constructions are analyzed in terms of syntactic agreement (as proposed by Brown 1999; Weiss 2002; Zeijlstra et al. 2004; Zeijlstra 2008a; Haegeman and Lohndal 2010), negative indefinites should be treated as elements carrying an uninterpretable negative feature [uNeg] that agree with a negative operator (which could be realized either as negative marker, or a covert operator). An example like (7) should thus be analyzed as either (8a) or (8b).

(7) Nikdo nevolá nikomu

n-body NEG.calls n-body
‘Nobody is calling anybody’ (Czech)

(8) a. $\text{Op}_1\text{[iNEG]}[\text{TP nikdo}_1\text{[uNEG]}][\text{NegP nevolá}_1\text{[iNEG]} t_j \text{nikoho}_1\text{[uNEG]}]$

b. $\text{Op}_1\text{[iNEG]}[\text{TP nikdo}_1\text{[uNEG]} \text{nevolá}_1\text{[uNEG]} \text{nikoho}_1\text{[uNEG]}]$

Being indefinites, these elements take scope below negation, which shows that the underlying Agree relation is UA. Nevertheless, such agree relations between a semantically negative element (carrying [iNeg]) and one or more negative indefinites (carrying [uNeg]) is not accompanied by another (DA) agree relation. It is the sole Agree relation between these elements. Hence, if Negative Concord is indeed an instance of syntactic agreement, it is an instance of independent UA.²

UA has also been used to account for inflection doubling constructions of various kinds. Wurmbrand (2012a) focuses on parasitic participle constructions of the type illustrated for Frisian in (9),

²Though the treatment of Negative Concord as an instance of syntactic agreement is not uncontroversial (see, e.g., the purely semantic account of Negative Concord in De Swart and Sag 2002 or Ovalle and Guerzoni 2004), its properties do argue in favour of a syntactic treatment of some kind: Negative Concord is clause-bound, sensitive to syntactic locality effects, subject to cross-linguistic variation, and in general obligatory (cf. Zeijlstra et al. 2004; Zeijlstra 2008a; De Swart 2009). Under purely semantic analyses or other analyses that do not take Negative Concord to involve syntactic agreement, such properties are rather unexpected.
where the verbal complement of a participial verb (here *wollen* ‘want. PTCP’) can optionally mirror participial morphology.

(9) **hy soe it dien / dwaan wollen ha**

> he would it do. PTCP / do. INF want. PTCP have. INF

‘He would have liked to do it.’ (Frisian: Den Dikken and Hoekstra 1997, (3))

This type of inflection doubling construction cannot be analyzed in terms of movement: whether verbs raise to combine with inflection, or affixes lower, movement cannot combine the same inflection with more than one head. Wurmbrand argues that inflection doubling is best accounted for as a case of multiple Agree, but that this is only possible if a high inflectional feature (i.e. an interpretable participial feature) is able to value lower counterparts (i.e. unvalued and uninterpretable features on lower verbs)—in other words, a licensing account of data like (9) is only possible in a UA framework. Wiklund (2007) and Bjorkman (2016) develop similar analyses of other inflection doubling constructions.

Overall, what we see is that phenomena beyond $\phi$-agreement are fully compatible with the generalization that UA is independent agreement. While the cases of dependent $\phi$-agreement we have identified so far can—and have—been analyzed in DA terms, the same is not true in these other empirical domains, where the only alternative to UA is to introduce a second mechanism of feature valuation to the syntactic model. Given Minimalist aims, we should instead aim if at all possible to account for all syntactic feature dependencies via a single mechanism.

The dependency of DA is not only surprising from the perspective of the standard DA account, it also fails to receive a unified analysis in DA treatments. The observation that agreement is dependent on case or on other grammatical features recalls Chomsky’s (1995) Activity Condition, requiring goals to bear at least one unchecked feature (generally assumed to be a case feature, but nothing forbids this role from being played by other features, such as uninterpretable topic features). The Activity Condition, however, does not explain why agreement with higher arguments does not exhibit the same dependency—and, in fact, the dependency of cross-clausal agreement is typically explained not in terms of the Activity Condition but instead in structural terms (by
requiring topics to move to a peripheral position in the embedded clause), though in both Tsez and Innu-aimun this movement must be unpronounced.

The argument here is not that the defectivity and dependency of (long-distance) downward agreement are incompatible with DA, but only that they are surprising from the perspective of any theory that takes downwards-probing to be the core configuration for Agree. The asymmetry between upward and downward agreement in these regards is yet more surprising, as DA takes upward agreement (in case Spec-Head agreement) to be the result of DA combined with an EPP (sub-)feature. Indeed, this highlights a further issue for DA theories: EPP features were introduced into the theory as a way to link movement and feature-checking while allowing for agreement in the absence of movement. The presence of EPP features on certain heads (finite T in English, the participial agreement head in French) was used to explain cases of movement-dependent $\varphi$-agreement that had previously been used to argue for Spec-Head as the sole configuration for feature checking. Whether they were successful in that context, EPP features have remained an undesirable theory-internal mechanism, one that should be replaced if possible but which has remained at the center of DA approaches to Agree-triggered movement.

Since cases of UA (where the goal is base-generated in a position structurally higher than the probe), do not show seem to show comparative instances of defectivity and dependency that $\circlearrowleft$ when agreement takes place on a distance or invalidates raising to a higher position, the central question in this paper is whether an account framed in terms of UA can do better; whether it is able to provide a mechanism of feature checking that can account not only for phenomena such as negative concord and verbal inflection (the domains for which UA was originally adopted), but also for patterns of long-distance $\varphi$-agreement and its marked properties. In the remainder of this paper we argue that it can: that UA can in fact provide a more unified theory of $\varphi$-agreement, by explaining both the comparative dependency and defectivity of agreement with postverbal arguments, while also dispensing with the need for additional EPP features as part of the theory. This theory is developed in Section 3, before being applied to a number of test cases in Section 4.
3 Upward Agree and Accessibility

We have seen a number of puzzles that arise for a syntactic theory of (ϕ-)agreement if downwards probing is taken to be the core configuration for Agree. The question is whether a theory framed in terms of upwards probing can better account for the empirical landscape of ϕ-agreement, without losing ground elsewhere.

In this section we argue that it can, but that the extension of UA to LDA—especially cross-clausal agreement—requires some modification to existing UA theories. The core of our proposal is a distinction between Agree, an operation that checks uninterpretable features, and a separate (and subsequent) operation of valuation. This resembles recent proposals by Arregi and Nevins (2012), who distinguish two operations: Agree-Link (in the syntax) and Agree-Copy (in the post-syntactic morphology). Though our proposal differs in some details, both our view and theirs recall the distinction between feature interpretability and feature valuation made by Pesetsky and Torrego (2007), and adopted in much subsequent work. In short, we argue that the first operation, feature checking, works in a strictly upward fashion (adhering to the UA scheme), and that valuation can only take place between valued and unvalued features on elements that stand in a checking relation. Checking takes place as in (10):

(10) Upward Agree (= feature checking)

α checks an uninterpretable feature on β iff:

a. α carries a matching interpretable feature;

b. α c-commands β;

c. α is the closest goal to β

More concretely, we propose that checking is a necessary precondition for valuation and therefore always precedes it. In other words, an uninterpretable and unvalued feature [uF:] can only be valued after it has been checked (via UA) by a matching c-commanding interpretable feature.  

3The reason that checking precedes valuation is that while uninterpretable features must be dealt with either by the point of LF (cf. Chomsky 1995 et seq.) or else within narrow syntax (cf. Zeijlstra 2014, a.o.), the values of such uninterpretable features are presumably relevant only for morphological realization en route to PF.
Because checking is only possible in UA configurations, the checker must c-command the checkee at some point in the derivation. At the same time, long-distance agreement shows that there are cases of $\varphi$-agreement where the valuer never c-commands the valuee. The disentanglement of checking from valuation prevents the apparent contradiction between these two claims, opening up the possibility that the checker and the valuer of a particular uninterpretable and unvalued feature are distinct. If, for instance, a checker cannot value its checkee (or can only partially value it), some other feature may act as an alternative source of valuation. The question is then how to allow lower elements to value higher features without re-introducing downwards probing: after all, if a probe could search in its c-command domain to find a valuer, we would expect it to be able to find a checker by the same means.

Rather than re-introducing downwards probing for the purposes of valuation, we propose that valuation is indeed restricted by upwards-probing checking relations, but that the relevant checking relation need not be for the feature that is valued. Specifically, we suggest that Agree (which is always upwards-probing) establishes a relation of accessibility between syntactic elements, defined as follows:

\[ \alpha \text{ and } \beta \text{ are accessible to each other iff an uninterpretable feature (uF) on } \beta \text{ has been checked (via UA) by a corresponding interpretable feature (iF) on } \alpha. \]

Note that the accessibility relation defined in (11) does not refer to any instance of downwards probing. We propose that it constrains both feature valuation and (“EPP”-driven) movement: for any head $H^0$, only elements accessible to $H^0$ can value its features (i.e. can trigger $\varphi$-agreement), and only elements accessible to $H^0$ can (be triggered to) move into Spec,HP (i.e. for the purposes of checking an uninterpretable feature on $H^0$).

Consider first the relationship of accessibility to feature valuation in the domain of $\varphi$-features, for the moment setting aside movement-checking interactions. If we assume that all uninterpretable features must be checked, and that UA is the sole mechanism of feature checking, then uninterpretable [u$\varphi$] in T (for example) must be c-commanded by interpretable [i$\varphi$] features.\(^4\) This

\(^4\)Alternatively, the features involved in finite agreement can be seen as interpretable or uninterpretable D features,
relation of checking renders the $[i\varphi]$ features accessible to $[u\varphi]$ (and vice-versa), and valuation is possible on the basis of that accessibility relation.

(12) a. Checking via UA between $[u\varphi]$ and $[i\varphi]$:

```
TP
  DP
  $[i\varphi;\text{val}]$
  $[u\varphi;\text{___}]$
```

b. Valuation, dependent on accessibility:

```
TP
  DP
  $[i\varphi;\text{val}]$
  $[u\varphi;\text{val}]$
```

In the above case, the distinction between checking and valuation is not fully visible, because the same element both checks and values $[u\varphi;\text{___}]$ on T. Consider, however, the possibility that the $[i\varphi]$ features that check $[u\varphi;\text{___}]$ on T are themselves unvalued, or are only defectively valued. In this case, accessibility has a larger role to play: $[u\varphi;\text{___}]$ can be valued by $[i\varphi]$ on some lower element, but only if that element itself had some other feature $[uF]$ checked (via UA) by $[iF]$ on T, rendering the lower element accessible to T. This would occur, for example, in expletive *there*-constructions in English. As a nominal element there carries an interpretable $\varphi$-feature, but it cannot be fully valued: *there*-constructions are compatible with both singular and plural agreement, and so *there* either has an interpretable but fully unvalued $\varphi$-feature ($[i\varphi]$), or an interpretable $\varphi$-feature valued for 3rd person only ($[i\varphi; 3]$). In either case, *there* cannot fully value the uninterpretable and unvalued $\varphi$-feature on T. In exactly this configuration, T can be valued by a lower element carrying a fully valued $\varphi$-feature, provided that this element stands in some prior UA relation with T. This is formally stated in (13).

(13) A valued feature on $\alpha$ can value a matching unvalued feature on $\beta$ iff $\alpha$ and $\beta$ are accessible to each other, and no other accessible element $\gamma$ with a matching valued feature intervenes between $\alpha$ and $\beta$.

The question naturally arises why the probe would still first try to Agree with the specifier in Spec,TP (which we assume is based-generated in that position), instead of being fully valued by of which $\varphi$-features are values or subfeatures.

5*There*-constructions are in fact restricted to 3rd-person agreement, but this is presumably the result of a definiteness effect (Milsark 1974 et seq.), and so does not provide evidence for a 3rd-person feature on *there*. 
the accessible lower subject. We assume that this is due to the interplay of two requirements: only checked features can be valued and valuation takes place as soon as possible. As a result, when the checker can value the probe, it will do so, and only if the checker cannot, the probe will complete valuation with the help of another goal.\(^6\) This is stated formally in (14):

(14) If an interpretable feature on \(\alpha\) checks an uninterpretable feature on \(\beta\) and this interpretable feature on \(\alpha\) can also value this uninterpretable feature on \(\beta\), it must do so.

In the domain of finite \(\varphi\)-agreement, the most obvious basis for this prior checking relation is structural Case. We follow Pesetsky and Torrego (2002) in assuming that nominative Case corresponds to \([uT]\) on DP, and propose that an upwards-probing checking relation between \([uT]\) on DP and \([iT]\) on T renders the other features of the DP accessible to T for subsequent valuation. If the \([u\varphi: \_\_]\) features of T cannot be fully valued by the \([i\varphi]\) features that check them, valuation by the features of the accessible lower DP is thereby possible.

(15)

a. Checking via UA:

```
TP
  DP
    [i\varphi_{defective}]  T^0
    [u\varphi:] [iT]...
    DP
      [uT] [i\varphi:val]...
```

b. Valuation based on accessibility:

```
TP
  DP
    [i\varphi_{defective}]  T^0
    [u\varphi:val] [iT]...
    DP
      [uT] [i\varphi:val]...
```

In English *there*-constructions this means that the post-verbal associate is able to value the unvalued \(\varphi\)-feature on T by virtue of bearing nominative case, the result of a prior checking relation

\(^6\) Another question concerns why T' merges with there instead of remerging with the subject goal on the first place. There is a question of whether external Merge (from the numeration) or internal Merge (of an accessible element) should be preferred, when both would allow [uF] on a head to be checked. Chomsky (1995) proposes that external Merge should always be preferred in such cases, though this has been challenged in recent work, for example by Richards (1998), Castillo et al. (1999), and Shima (2000), among others.
between the associate and T.

What we have proposed here, that a checking relation established on the basis of one feature can allow another feature to be valued (in the opposite “direction” of the original probe), is essentially nothing more than a reversal of the commonly accepted view, going back to Chomsky (1995), that structural case features are checked or valued as a reflex of $\varphi$-agreement. Rather than making case dependent on $\varphi$-agreement, we have made (a subset of) $\varphi$-agreement dependent on structural case—or, more precisely, on some other upwards-probing feature.

Now let us consider the relationship between accessibility and Agree-related movement. From a descriptive perspective, in many languages we find instances where $\varphi$-agreement appears to be possible only if a DP moves into the specifier of the agreeing head: widely-discussed examples include participial agreement in French, possible only when internal arguments move to the left of the participle (Kayne 1989), and correlations between the status of an adposition as pre- or post-nominal and whether it exhibits morphological agreement (Kayne 1994). Chomsky (1995, 2000) proposes to account for such correlations by making Agree the trigger for movement: in the presence of a diacritic “EPP” feature (or sub-feature), Agree is followed by movement of a goal into the specifier of the probing head. This approach has the advantage of closely linking agreement and movement, but at the cost of otherwise-unmotivated and somewhat mysterious EPP features.

The benefit of such features was to explain why not every instance of agreement would trigger movement, as in the many cases of long-distance agreement we have seen already, though much work since has aimed at providing a more principled explanation of these so-called EPP-effects (Alexiadou and Anagnostopoulou 1998; Boeckx 2008; Landau 2007; Kučerová 2014; Epstein and Seely 2006; Lasnik 2003; Bošković 2007; Richards 2010; Sigurðsson 2010; among many others).

Accessibility provides a principled and constrained way to relate Agree and movement without reference to EPP-features: accessibility governs not only valuation, but also (internal) Merge. This allows us to link Agree with movement without re-introducing a mechanism of downwards probing. Consider, for example, a structure in which T bears an uninterpretable feature $[u\varphi]$. For this feature to be checked, an element carrying $[i\varphi]$ must be Merged, whether externally or
internally, above T. Under our proposal, internal Merge is possible only if a DP bearing [iϕ] already stands in an independent Agree relation with T, for example if the DP probed upwards to check [uT] (=nominative case) against T. The previously established UA case-relation renders the (potential) goal accessible to the probe, and so the probe does not have to search downwards to see whether a matching goal is available. A sample derivation is illustrated in (16).

(16) a. \[
\begin{array}{c}
T \\
\text{[uϕ]} \\
\text{[iϕ]} \\
\text{[iT]} \\
\text{[uT]}
\end{array}
\]

b. \[
\begin{array}{c}
\text{DP} \\
\text{[iϕ]} \\
\text{[uϕ]} \\
\text{[iT]}
\end{array}
\] \\
\text{[<DP>]}\]

This means that the need of uninterpretable features to be checked by a higher matching interpretable feature triggers movement. As discussed before, since it is possible that the checker of some feature is not its (full) source of valuation, our proposal can unify the idea that agreement triggers movement (instead of EPP-feature) with the existence of long-distance agreement.

We assume that in those configurations where an accessible element is able to move in order to check the feature of a higher head, it does so immediately, as in previous accounts of Spec-Head agreement (including Chomsky 2000, 2001 and Bošković 2007). This requirement on early checking avoids derivational “missed opportunities”, and ensures that checking takes place as soon as possible, whenever it can. Finally, note that under our proposal not every uninterpretable feature drives movement (which was one of the original reasons to disentangle uninterpretable features from movement triggers): if some element with matching interpretable features directly merges above the probe, whether in its specifier or yet higher, it will check off the probe’s uninterpretable feature without any need for movement—though, as we have argued, in the right circumstances the probe could still be valued by a lower argument.

In sum, the relation of accessibility underlies not only valuation (when valuation is independent of checking), but also “EPP” driven movement into Spec-Head configurations. We proceed in the next section to demonstrate how this modified UA framework can account for the types of long-distance agreement that have been described in the literature.
4 Three Sub-Types of LDA

In this section we show that Upwards Agree, augmented by a theory of accessibility-driven valuation as outlined in section 3, can account for the three main sub-types of long-distance agreement that have been discussed in the literature, while also providing an explanation for the dependency and defectivity of LDA noted in section 2.

We begin with clause-bounded instances of LDA, where finite agreement tracks a DP that is lower than the agreeing head but nonetheless within the same clause. This is the most widely attested type of long-distance agreement, including (quirky) agreement with low nominative objects and agreement with absolutive objects in languages with ergative-absolutive agreement systems. Though these patterns are standardly accounted for in terms of a downwards-probing [uφ] feature on T, we show in section 4.1 that the UA account in terms of accessibility-based valuation provides a more natural explanation of the fact that these agreement patterns are uniformly dependent on the structural case of the agreement target. The system is illustrated for quirky nominative agreement in Icelandic and absolutive agreement in Hindi-Urdu.

The second type of long-distance agreement we discuss involves finite agreement into a (nominalized) non-finite clause. We argue that this type of long-distance valuation is best understood as the result of two more local relations: one between the embedded argument and the nominalizing head at the edge of the embedded domain, and one between the embedded clause as a whole and the agreeing head in the matrix clause. Both of these local instances of valuation, we suggest, are dependent on a Case relation established on the basis of UA. This proposal is illustrated with reference to cases of long-distance agreement into non-finite clauses in Basque (as discussed by Etxepare 2006, Preminger 2009, 2011, 2013, Rezac et al. 2014, a.o.).

The third type of long-distance agreement involves matrix agreement with a DP contained within an embedded finite clause, as has been described for Tsez (Polinsky and Potsdam, 2001) and for several Algonquian languages (Branigan and MacKenzie, 2002; Hamilton and Fry, 2014). In section 4.3 we illustrate our case for Tsez. In these languages, agreement is not dependent on the case of the agreed-with DP, but instead on its information structural status. Here, as with
agreement into non-finite clauses, we argue that apparently long-distance valuation arises from two more local valuation relations, themselves based on local UA checking relations—but because the embedded clause is a full finite clause rather than a (nominalized) non-finite constituent, the mediating head at the left-periphery of the embedded domain is not involved in licensing case but instead in licensing a topic or focus feature.

4.1 Case-Linked LDA

In this section we demonstrate that accessibility-constrained valuation can account for core instances of LDA, contexts in which finite agreement tracks the $\phi$-features of a DP that occurs lower than the agreeing head (e.g. $T$). Central to our account of these data is that the type of agreement discussed in this section is case-linked: agreement in this configuration is possible only with DPs with a particular case, typical nominative or absolutive.

We propose that $\phi$-valuation in long-distance configurations is case-linked for the simple reason that it is always dependent on an accessibility relation between the higher head and the lower DP, established on the basis of a prior (UA-compatible) checking relation for the DP’s case feature. In other words, we suggest that long-distance valuation is only possible in configurations such as (17), where the lower DP checks an uninterpretable feature against the higher agreeing head.

(17) UA for Case ([uT]) enables accessibility-driven valuation:

a. UA probes upwards:

```
[   DP   ] [   T^0   ] [   DP   ] ] ]

 ip_defective  uphi  uT  iT
```

b. Accessibility established by UA allows valuation:

```
[   DP   ] [   T^0   ] [   DP   ] ] ]

 ip_defective  uphi  uT  iT
```

The remainder of this section shows more concretely how this accounts for quirky nominative agreement in Icelandic, and for ergative-absolutive agreement in Hindi-Urdu.
4.1.1 Quirky agreement in Icelandic

Quirky agreement with nominative objects in Icelandic is often cited as evidence for a downwards-probing model of $\varphi$-agreement. In this section we nonetheless demonstrate that the accessibility-based theory of valuation can account for the Icelandic agreement facts.

As mentioned in section 3, we adopt Pesetsky and Torrego’s 2002 proposal that nominative corresponds to an uninterpretable (finite) tense feature ([uT:fin]) on D. In the UA system we have outlined, this [uT] feature probes upwards and is checked by a corresponding [iT] feature on T. This checking relation renders the subject accessible to T; it is therefore a candidate for movement to Spec,TP, motivated to check [u$\varphi$] on T (which it can also value).

Not all clauses involve this typical confluence between the structural subject, nominative case, and finite agreement, however. In some nominative-accusative languages, famously including Icelandic, certain subjects occur with non-nominative case (often dative or accusative), with nominative case surfacing instead on the object. In Icelandic a quirky case pattern is found with certain experiencer and raising verbs, whose subjects occur with dative case, as we see in (18).

(18) a. Jóni lkuðu þessir sokkar
   Jon.DAT like.3PL.these socks.NOM
   ‘Jon likes these socks’

b. Mér virdast hestarnir vera seinir
   Me seem.3PL.the.horses be slow
   ‘It seems to me that the horses are slow.’ (Icelandic: Bobaljik, 2008)

What is relevant for our interests here is that dative subjects fail to control finite agreement in Icelandic: we see in (18) that the finite verb instead agrees with the lower nominative DP. The examples in (19) show that quirky dative subjects cannot control agreement even when they are a verb’s sole argument.

(19) a. Honum batnaði
    Him.DAT recovered.3SG
    ‘He recovered’
b. Okkur  batnàði/*bötnuðum

Us.DAT recovered.3SG/recovered.1PL
‘We recovered’

(Icelandic: Boeckx 2008)

Agreement with nominative objects is more restricted than agreement with nominative subjects in Spec,TP, however, in that quirky agreement with 1st or 2nd person nominative objects is not possible, the sentences being ill-formed regardless of the morphological form of the verb (Sigurdsson 1996; Taraldsen 1996).

(20) *Einhverjum hafið alltaf lkað thið

Someone has all liked you.PL

Intended: ‘Someone likes y’all.’

(Icelandic: Boeckx 2008)

Icelandic thus illustrates a case in which LDA is defective, i.e. it only applies to number (with some kind of 3rd person default agreement). Instead of taking feature defectivity as an accidental property of LDA, this fact follows naturally if we assume that that the $\varphi$-features of T are initially partially valued by the quirky dative in Spec,TP, which is $\varphi$-valued for 3rd person but not for number. It is only because the higher dative DP fails to fully value T that valuation by the lower nominative DP is possible.

To go through this derivation in more detail, we assume, with Rezac (2008) and many others, that datives are embedded in a designated PP (or KP) layer, and that it is this shell that is responsible for defectivity as an agreement target, due to the head of this dative PP/KP having an interpretable $\varphi$-feature valued for 3rd person only. The presence of the PP/KP layer prevents the (fully valued and interpretable) $\varphi$-features of the DP from being visible on PP/KP: semantically these features are still interpreted, but they no longer play a role in the external syntax of the nominal. Because the $\varphi$-features of the dative PP/KP are interpretable, the dative is a potential checker for the uninterpretable $\varphi$-feature on T, but because the dative PP/KP has a $\varphi$-feature valued only for 3rd person (irrespective of the $\varphi$-features of K/Ps DP complement), it checks the uninterpretable $\varphi$-feature on T but is only able to value it for 3rd person, not for number. This is shown in (21), for sentences repeated from (18) above.
At this point the uninterpretable ϕ-feature on T is still unvalued for number. It can be valued by an interpretable ϕ-feature other than the one that checked it, but only (we propose) if that other feature is accessible to it, due to some other UA relation. The nominative case relation between the nominative object and T is exactly such a relation: because T checks the nominative [uT] feature on the object, the nominative DP is an accessible candidate for number valuation.\(^7\) Consequently, the nominative DP values the number feature on T, as illustrated in (22).

The net result is that quirky agreement is split: 3rd person ϕ-agreement takes place with the dative subject, while number agreement takes place with the nominative object. This also forms part of our explanation for why examples like (20), where the nominative object is 1st or 2nd person, are ruled out. Split valuation imposes a matching requirement: when both the nominative and the dative value T as 3rd person, no conflict arises, but if the dative values T as 3rd person while the nominative object values it as 1st or 2nd person, the result is ungrammatical.\(^8\)

Following our proposal in section 3, “EPP” movement to Spec,TP is possible only if the dative is already accessible to T. For this reason we must assume further that the PP/KP layer, though providing inherent dative case to its DP complement, is itself in need of structural case licensing, and thus bears an uninterpretable feature ([uT]) that is checked by T (Pesetsky and Torrego, 2002).

\(^7\)We assume that in quirky clauses there is no source for accusative case, and so an object with a [uϕ] feature (=accusative) would fail to be licensed.

\(^8\)A reviewer wonders why if the ban on 1/2 person LDA objects is just a failure of valuation, the ungrammaticality of mismatch follows: why doesn’t this simply result in default agreement? We suggest this is because this configuration does not involve an absence of features, which would indeed result in default agreement morphology, but instead a feature mismatch. It is not that T lacks any ϕ-values, but rather that it contains one too many, and this mismatch cannot be resolved by default morphology (as suggested for example in Bjorkman 2016). In support of this, Schütze (2003) notes that verbs with syncletic 1st and 3rd persons can surface in these constructions.
This instance of UA establishes the accessibility relation that allows the dative to move to Spec,TP.

This approach to quirky agreement may also shed light on certain puzzles involving dative intervention in Icelandic. The problem is that though Icelandic quirky agreement is subject to intervention effects, these effects arise only when the interveners are overtly realized in their intervening position, not when they further raise to a higher position. This is illustrated in (23) below, where Jóni acts as an intervener in (23a), but does not act as an intervener when it raises further to the matrix subject position in (23b).

(23) a. Mér *virdast / virdist [ Jóni vera taldir lka hestarnir. ]  
Me.DAT seem.PL/ seem.SG Joni.DAT be believed like horses.NOM  
‘I perceive Jon to be believed to like horses.’

b. Jóni virdast / *virdist [ vera taldir lka hestarnir.]
Jon.DAT seem.PL/ seem.SG be believed like horses.NOM  
‘Jon seems to be believed to like horses.’

This pattern of intervention has presented a puzzle for both syntactic and post-syntactic approaches to quirky agreement in Icelandic. If agreement is purely syntax-internal, then the surface position of the dative should not matter: if it intervenes in (23a), it should also intervene in (23b) (assuming that a copy of the dative remains in its base position). But if agreement is entirely post-syntactic and simply targets the highest potential agreement target, as proposed for example by Bobaljik (2008), then it is not clear why the surface position of the dative Jóni would block agreement in (23a), since (23b) suggests that this argument is generally unavailable for ϕ-agreement.

The advantage of our proposal is that it can distinguish the two contexts for valuation in (23). While checking must take place in narrow syntax—assuming that the checking of uninterpretable features must be accomplished prior to LF—valuation can occur either in the narrow syntax or on the branch to PF, so long as it is prior to morphological realization. Valuation of [uϕ] by lower arguments remains contingent on accessibility, however, and should be possible only when [uϕ] has been checked (but not valued, or only partially valued) by a higher element. Valuation (like checking) is also subject to Relativized Minimality (Rizzi, 1990), and cannot take place across an intervening accessible potential valuer.
In both (23a) and (23b) all three arguments are accessible to T (as we have argued that accessibility to T is a precondition for movement to Spec,TP), and in both cases \([u\varphi]\) on T cannot be fully valued by the dative argument in its specifier (though the dative subject does check \([u\varphi]\) on T). In both (23a) and (23b) the lower nominative argument is accessible to T, but minimality considerations mean that it can only value T if there is no other potential valuer that intervenes between them. In (23a) the lower dative is such an intervenor, both in narrow syntax and at PF. In (23b), however, the unpronounced copy of the dative argument is no longer visible at PF, and so it is no longer an intervenor for purposes of Relativized Minimality. In the absence of any nominal that can fully value \([u\varphi]\) on T, the finite verb surfaces with 3rd singular morphology.\(^9\)

The effect of this is that though a head can in principle be valued by any accessible element, minimality considerations typically restrict the valuers to two: the closest c-commanding accessible element, and the closest c-commanded accessible element (in the absence, for example, of accessible elements in adjoined positions).

In summary, even though Icelandic agreement has often been cited as providing evidence for a downwards-probing model of Agree, what we have seen in this section is that it can be accommodated within an upwards-probing model that distinguishes checking from valuation. The further assumptions needed in this case—in particular, the assumption that dative DPs are defectively valued for \(\varphi\)-features—are also needed by alternative DA accounts. In the next section we show

\(^9\)A complicating factor pointed out by Bobaljik is that these intervention effects only arise when the agreeing verb and the nominative object are in different clauses. In monoclausal contexts, dative subjects do not intervene even when they surface between T and the nominative object, as is possible in transitive expletive clauses such as (24).

(24) Thad voru einhverjum gefnir thessir sokkar

\hspace{1cm} \text{EXPL} \text{were.PL}\text{someone.DAT} \text{given.PL}\text{these} \text{socks.NOM}

\hspace{1cm} ‘Someone was given these socks.’

It is not obvious, however, that the expletive in clauses such as (24) is located in Spec,TP; as Holmberg and Hróarsdóttir (2004) suggest, the dative may occur in Spec,TP, with the expletive merged directly to the left-peripheral V2 position. If so, transitive expletive clauses would be parallel to (23b) rather than to (23a), and the dative would not intervene between T and the nominative object. See Bobaljik (2008, fn. 30) for more discussion of analyses along these lines.
the same is true for the UA account of ergative-absolutive agreement systems, another case of systematic “downward” agreement.

4.1.2 Absolutive agreement in Hindi-Urdu

Languages with ergative-absolutive alignment in agreement present another widely attested instance of LDA, and thus another apparent challenge for UA. As Dixon (1979) observed there appear to be no languages with a nominative-accusative case system but with an ergative-absolutive agreement system, while languages with an ergative-absolutive case system exhibit both nominative-accusative and ergative-absolutive agreement systems. From the perspective of a UA-based theory of $\varphi$-agreement, this typological generalization is striking, presenting another example of the dependence of LDA. When ergative-absolutive case alignment co-occurs with an ergative-absolutive agreement pattern, $\varphi$-agreement on the finite verb is controlled by absolutive DPs, regardless whether they appear above or below T. Here we illustrate how our proposal can account for agreement patterns in one ergative-absolutive agreement system, the one found in Hindi-Urdu.\(^{10}\)

Hindi-Urdu exhibits an aspectually split ergative system, where ergative alignment surfaces only in perfective and perfect contexts. This split is illustrated in (25), where the example in (a) is in the perfect, and contains the ergative marker $\text{ERG}$ in the subject and $\varphi$-agreement with the object. In the imperfective example in (b), by contrast, $\varphi$-agreement is with the (unmarked) subject.

(25) a. Raam-ne vah kitaabē par$^h$-ii th-īī

Raam-ERG those books(F) read-(PFV)F.PL.be.PAST-F.PL

‘Raam had read those books.’

b. Raam vah kitaabē pař$^b$-t-aa th-aa

Raam those books(F) read-IMPF-M.SG.be.PAST-M.SG

‘Raam used to read those books.’

(Hindi-Urdu: Mahajan 1997: 46)

The unmarked subject case in (25b) is often glossed as nominative, but transitive objects and “ab-

\(^{10}\)For ergative-absolutive where the structural subject controls agreement, not much more needs to be said: in these languages (e.g. Nepali, cf. Bobaljik 2008) finite agreement is always with the subject (regardless of its case value), which can both check and value the uninterpretable and unvalued $\varphi$-feature of the agreeing head (i.e. $T$), in a UA configuration.
“solutive” intransitive subjects similarly lack any overt case morphology. Morphological agreement in Hindi-Urdu is with the structurally highest DP that lacks any overt case marking. In the imperfective this is generally the surface subject, while in the perfective it can be either an unmarked internal argument (in transitive clauses) or an unmarked subject (in unaccusative intransitive clauses). When there is no unmarked DP, the verb surfaces with third-person singular morphology—this is the case with all unergative verbs (whose subjects bear the ergative marker), and with transitive verbs whose internal argument occurs with differential object marking (DOM). This is shown in (26), where the internal argument kitaab occurs with the differential object marker -ko.

(26) Rahul-ne kitaab-ko parh-aa th-aa
Rahul-ERG books(F)-DOM read-(PFV)M.SG be.PAST-M.SG
‘Rahul had read the books.’ (Hindi-Urdu: Bhatt 2005: 760)

Following much current work in the literature on ergativity, we assume that ergative in Hindi-Urdu is an inherent oblique case assigned to the external argument in its base position in Spec,vP. The view that ergative is an inherent case is well-established in current work (Woolford 1997, Ura 2000, Legate 2008, a.o.); this has been proposed specifically for Hindi-Urdu by authors such as Ura (2000) and Anand and Nevins (2006).

To explain movement of ergative subjects to Spec,TP, we must say that ergative DPs do bear an uninterpretable structural case feature, despite having been assigned inherent case, much as we proposed above for dative subjects in Icelandic. If ergative case in Hindi-Urdu is adpositional, as argued by Mahajan (1997), this is identical to the proposal made above for Icelandic: inherent

---

11 Internal arguments in both perfective and imperfective clauses can also appear with “Differential Object Marking” (DOM) when they are specific or animate. DPs with this marking (homophonous to the dative marker -ko) cannot control \( \phi \)-agreement (in line with the generalization that overtly case marked DPs never control agreement).

12 Agentive intransitive verbs typically occur with ergative subjects in the perfective.

13 As discussed by Anand and Nevins (2006), it has to be explained why the ergative “flavor” of \( v \) occurs only in perfective clauses. Bjorkman (2015) argues on this basis that ergative case in Hindi-Urdu should be attributed directly to a perfective aspectual head Asp, rather than to \( v \).
case (here ergative rather than dative) involves a KP shell above the DP, a shell whose head itself bears an uninterpretable structural case feature. This [uT] feature probes upwards, establishing a UA relation with T, and thereby making the ergative DP a candidate accessible for movement to Spec,TP (motivated to check [uϕ] on T).

The ergative DP in Spec,TP is thus responsible for checking [uϕ] on T. Why does it not also value that feature? Here we again adopt the proposal made in DA-based accounts of quirky agreement in Icelandic: we suggest that the ϕ-features of ergative DPs are defectively valued, or (more accurately) that the features of the DP are rendered inactive due to the presence of a case phrase (KP) shell above the DP, a shell that is missing in nominative or absolutive DPs. In Hindi-Urdu the ergative K head must bear a fully unvalued [iϕ] feature.\(^{14}\) This feature checks but cannot value the [uϕ] feature on T, which therefore seeks to be valued by some other accessible ϕ-feature.

The question that now arises is how an absolutive internal argument is able to value the ϕ-features of T. For the accessibility-based account of valuation to go through, the absolutive argument must have had some other feature checked by T, presumably a case feature. Is it plausible that absolutive arguments are licensed by T in Hindi-Urdu?

There are a number of different accounts of how absolutive case is licensed in ergative-absolutive systems. One possibility is that “absolutive” case has multiple sources in Hindi-Urdu, and that morphologically unmarked objects have their case licensed by v, as proposed by Legate (2008). For Legate in a subset of ergative languages, including Hindi-Urdu, the apparent “absolutive” case is simply a morphological default, with heterogeneous structural sources. In such a language the syntax assigns either structural nominative or structural accusative, but the morphological realization of these case features is underspecified so that both are realized as a least-marked case with the morphological distribution of absolutive.

\(^{14}\)In principle the ergative subject could instead be defectively valued, bearing only 3rd person features (but no number or gender features): because first and second person objects are always specific and definite, they are always overtly marked by the differential object marker -ko, and so cannot be the target of agreement. For concreteness, we assume in the text that ergative DPs occur with totally unvalued ϕ-features, but nothing in the analysis depends on this point. Thank you to an anonymous reviewer for bringing this point to our attention.
Note that this may create some complexity for the UA account of finite agreement with absolutive internal arguments: though absolutive subjects would be structurally nominative (though morphologically default, following Legate) and so accessible to T for φ-valuation, if absolutive objects are structurally accusative and so licenced by v rather than T, they should not be accessible to value the φ-features of T. Even if φ-feature agreement on the main verb (as in ) could be mediated via v, this could not account for agreement on the finite auxiliary verb.

A possibility that we propose here is that finite absolutive agreement is accomplished indirectly: the absolutive argument does not value the φ-features of T directly, but does value the φ-features of v, which in turn value T. The first step of valuation, between the absolutive internal argument and the φ-features of v, is possible because v checks the absolutive argument’s case feature, rendering the argument accessible to v. The second step of valuation, between v and T, is possible because v probes upwards to Agree with T, checking its own [uT] feature. As a result, when T cannot have its φ-features fully valued by the ergative subject, it can be valued instead by v (see section 4.2 for more discussion on mediated, indirect agreement). For Hindi-Urdu this correctly predicts that agreement on T and on v always share a target—i.e. that an auxiliary and a participial verb always agree with the same argument. And indeed, in other Indo-Aryan languages, including Kutchi Gujarati (Patel-Grosz and Grosz, 2014), agreement on T and v is not linked in this way, which we can attribute to a failure of this valuation dependency between the two functional heads.

4.1.3 Summary of Case-Linked LDA
Both Icelandic and Hindi-Urdu illustrate languages where φ-valuation occurs in the absence of a UA-compatible checking configuration: an uninterpretable φ-feature is checked by a DP that cannot (fully) value it, and so it is valued (or partially valued) by another lower DP that is accessible due to an independent UA relation with the φ-probe. In both these cases—and in all similar cases of clause-internal finite agreement of which we are aware—φ-agreement in both these languages is not only dependent on the case of the agreeing DP, it is dependent on a case that is licensed by the target of φ-valuation: T in Icelandic, v in Hindi-Urdu (which then in turn values T). In the next two sections we turn to instances of agreement across clauses, what we might think of as truly
long-distance agreement. We show that these can also be accounted for within the UA system we
have developed here, where valuation is based on accessibility.

4.2 Mediated Case-Linked LDA
In this section we discuss finite agreement that targets a DP contained within an embedded non-
finite clause. Like the patterns of agreement in Icelandic and Hindi-Urdu, agreement into non-finite
clauses appears to always be case-linked: in the examples we know of, it always targets an embed-
ded absolutive DP. If the embedded absolutive could be shown to be case-licensed by the matrix
agreeing head, we could extend the analysis of intra-clausal agreement directly. In Basque, how-
ever, it appears that embedded absolutive DPs are licensed within the embedded clause. Preminger
(2013) cites this type of agreement pattern in Basque as an argument against a UA-based theory
of $\varphi$-agreement—specifically against Koopman’s (2005) assumption that long-distance agreement
reflects covert movement into Spec-Head configurations, adopted in Zeijlstra (2012).

We argue that cross-clausal agreement into nominalized clauses is accomplished via UA, but
is mediated by a head at the edge of the embedded domain. It is thus the result of two separate
valuation relations: one between the absolutive DP and a head at the edge of the embedded clause,
and one between this head of the (nominalized) embedded clause and the agreeing head in the
matrix clause. We suggest that this two-step relation is only possible when the embedded clause is
nominalized, and the head at the edge of the embedded domain is itself responsible for checking
absolutive case on the embedded DP.

Agreement into a non-finite embedded clause is only possible for some Basque speakers. Etxe-
pare (2006) describes it as belonging to a “substandard” variety, accepted by some speakers but not
correlated with regional or social factors. In this pattern a matrix auxiliary can show $\varphi$-agreement
with an embedded absolutive argument contained within a nominalized complement clause, as
illustrated by agreement between harri horiek “these stones” and the matrix auxiliary in (27):

(27) \[ [ [ harri horiek ] altxa-tze-n ] probate d-it-u-zte
‘They have attempted to lift those stones’

(Basque: Etxepare 2006: 333)
This pattern of cross-clausal agreement in Basque is particularly interesting from our current perspective because Preminger (2013) argues that it cannot be accounted for in UA terms. Our goal in this section is to briefly review Preminger’s argument, before demonstrating that the analysis we proposed can be extended to Basque without encountering the problems identified by Preminger.

Preminger’s argument against a UA analysis of (27) builds on his own earlier analysis of long-distance agreement in Basque. Preminger (2009) argues that absolutive agreement of the type seen in (27) reflects a direct (Downwards) Agree relation between a probe in the matrix clause and the embedded absolutive DP—he diagnoses this as an instance of Agree, and not of clitic doubling, on the basis that it is subject to dative intervention. The interaction of long-distance agreement with a dative argument is visible in (28), which differs from (27) in having an additional dative argument. In (28) the embedded absolutive can no longer control $\varphi$-agreement on the matrix auxiliary, resulting in the default 3rd singular form.

(28)  
\[ \text{Lankide-e-i} \quad \text{liburu horiek} \quad \text{irakur-tze-n} \quad \text{probate} \]  
[ colleague(s)-ART.PL-DAT [ book(s) those.PL.ABS ] read.NMZ.LOC ] attempted  
d-{$\{0/*it\}$-u-(z)te  
3.ABS-{$\{SG.ABS/*PL.ABS\}$ AUX.3.PL.ERG  
‘They have attempted to read those books to the colleagues.’ (Basque: Preminger 2009:640)

Preminger argues that this profile of defective intervention by dative arguments is a diagnostic for Agree-based morphological agreement, and concludes that (absolutive) $\varphi$-agreement in Basque must result from a downwards-probing Agree relation between the matrix auxiliary and the embedded absolutive argument. The question is whether the facts can also be explained assuming an upwards-probing system of Agree. We suggest in the remainder of this section that it can: we do not dispute Preminger’s conclusion that the pattern of dative intervention argues in favour of an Agree-based account of morphological agreement (against a clitic-doubling alternative), but we suggest a different structural account of why the presence of a dative argument prevents cross-clausal agreement in these environments.

Before exploring this alternative, let us situate this pattern of LDA in somewhat more detail.
The example in (27) involves a nominalized embedded clause that bears locative morphology; as discussed by both Preminger (2009) and Etxepare (2006), this so-called locative-marked construction contrasts with another construction that (for some speakers) allows agreement into non-finite clauses, where the embedded clause is instead case-marked (and bears a suffixed article). This construction is dubbed the case-marked construction. The locative-marked construction we discuss here allows agreement for both person and number, while the case-marked construction allows agreement for number only.

Both Etxepare and Preminger analyze agreement in the case-marked construction as being mediated by a head at the edge of the nominalized clause. It is with respect to the locative-marked construction that Preminger departs from Etxepare’s earlier analysis, arguing for a direct Agree relation between a matrix head and the embedded absolutive DP in this case. Our proposal thus represents a return to Etxepare’s earlier proposal where he claims that in those cases where the matrix auxiliary agrees with an embedded object, this embedded object has received case from some head that in turn had its case licensed by some head in the agreeing matrix clause, so that the embedded object is indirectly related to that matrix head. Note that this does not mean that every embedded absolutive object stands in such an indirect case relation; only those objects that control LDA must stand in such a relation.

We assume, following Rezac et al. (2014) among others, that absolutive case on object argu-

---

15 A strong piece of evidence for the conclusion that \( \varphi \)-agreement is mediated in the case-marked construction is that the embedded absolutive DP can trigger either absolutive or dative marking on the matrix auxiliary—the choice is determined by the case marking that occurs on the embedded clause as a whole. This pattern is naturally explained if the embedded nominalized clause has its own \( \varphi \)-features valued by the embedded absolutive DP, with these values then reflected by either agreement with or clitic doubling of the embedded clause (to account for the fact that the case-marked construction involves only long-distance agreement for person, we adopt Preminger’s proposal that the article -\( a \) is valued for 3rd person, but not for number). While Etxepare (2006) and Preminger (2009) propose mediated DA accounts along these lines, \( A \)-based account can account for the same facts—assuming that the internal argument is rendered accessible to the mediating head by a case-checking relation, much as we proposed in section 4.1.2 that internal arguments in Hindi-Urdu are rendered accessible to \( v \) (which mediates \( \varphi \)-valuation of T).
ments in Basque is licensed by little v (cf. Legate’s 2008 proposal that this is more generally true for a subset of ergative-absolutive languages). The internal argument of the embedded clause thus probes upwards to check its case feature against the embedded v head. We further assume that the nominalizer that appears in the non-finite complement clauses of interest (-tze) realizes a functional head in the embedded clause, which we identify as a little-n head whose complement is vP.\textsuperscript{16} As a nominal, this little-n head bears an uninterpretable case feature ([uϕ:___]), but also an interpretable but unvalued ϕ-feature ([iϕ:___]). As shown in (30), the [iϕ:_] on n checks the corresponding [uϕ:___] feature on the v head in its complement; v, meanwhile, is able to license absolutive case on the embedded internal argument. These checking relations establish the accessibility relations shown in (31), on the basis of which the internal argument can value [uϕ:___] on v, which can in turn value [iϕ:___] on n. For ease of illustration, the trees in this section do not reflect head-final word order.

This leaves the case feature on n to be checked. For the UA account of long-distance agreement in the locative-marked construction, repeated in (29), to go through, it is important that the locative suffix (-n) itself not be able to case-license the nominalized clause (i.e. not be able to check the case feature on the nominalizing n head -tze). As a consequence, the head realized by -tze will establish a UA relation with the v head in the matrix clause, rendering it accessible for subsequent ϕ-valuation.\textsuperscript{17} We assume for concreteness that the case of the embedded clause is directly checked by matrix v in the locative-marked construction. Assuming that the matrix finite auxiliary occurs directly in T, some further valuation operation between v and T in the matrix clause must subsequently allow v to value [uϕ] on matrix T (as we proposed in section 4.1.2 for absolutive agreement with internal arguments in Hindi-Urdu).

\textsuperscript{16}Etxepare identifies -tze with a temporal Zeit Phrase (Stowell, 1996), but this fails to explain why clauses into which long-distance agreement occurs are temporally dependent, disallowing independent temporal modification, as Etxepare notes. Nominalizations, by contrast, are often temporally dependent on the finite clauses in which they occur.

\textsuperscript{17}As Etxepare (2006) observes, if some speakers do allow the locative suffix -n to case-license the nominalized embedded clause, while others do not, this could account for the fact that different speakers accept long-distance agreement in the case-marked and locative-marked constructions. We do not claim that every instance of the locative-marked embedded nominalized clause must receive case from matrix v (or any other functional head in the matrix}
clause for that matter); rather we claim that if the embedded argument controls φ-agreement on the matrix auxiliary, it must. Consequently, instances where the source of the absolutive lies outside the matrix auxiliary only count as counter-examples for our proposal if at the same time the embedded argument inside those clauses control matrix φ-agreement. For a number of -tze-n constructions it can indeed be argued that they do not receive absolutive case from some functional head in the matrix clause, for instance if the matrix clause contains already another absolutive argument (then, it depends on one's view on multiple case-checking whether an additional absolutive argument could have been checked against the v-head, or whether another case-source should be alluded to). To the best of our knowledge, however, in none of the relevant cases does the internal argument control matrix agreement (cf. Etxepare 2006, Preminger and Polinsky 2015).
With this basic account of agreement in the locative-marked construction in place, we can now further consider the interaction of long-distance agreement in the locative marked construction with the presence of a dative argument within the embedded clause. These facts can be explained straightforwardly if the presence of an argumental dative DP in the embedded clause reflects the presence of additional functional structure. Consider (28) again, repeated below in (32).

(32) \[ [ \text{Lankide-e-i} \quad [ \text{liburu horiek} \quad \text{irakur-tze-n} ] \text{probate} \\
[ \text{colleague(s)-ART.PL-DAT} \quad [ \text{book(s) those.PL.ABS} \quad \text{read.NMZ.LOC} ] \text{attempted} \\
\text{d-{/it}-u-(z)te} \\
3.ABS-\{SG.ABS/#PL.ABS\}.AUX.3.PL.ERG \]

‘They have attempted to read those books to the colleagues.’ (Basque: Preminger 2009:640)

We assume that the dative argument [lankide-e-i] is introduced in the specifier of an applicative head—though it is convenient to give this head a separate label (i.e. $\text{Appl}^0$), it is essentially an
additional vP layer, above the vP that checks absolutive case on the embedded object.

The presence of this additional applicative vP means that the head that checks absolutive case is no longer the highest head in the embedded domain. It is therefore no longer in a checking relation with the nominalizing head realized by -tze. As a consequence, no chain of valuation links the absolutive DP to the nominalizing head, and so that DP is unable to value the nominalizing head’s φ-features, meaning that these features cannot be passed on in turn to the matrix clause.

This interruption of valuation is illustrated by the tree in (33). While in (30) the [uφ] feature on the most deeply embedded v is checked by the n head that immediately dominates it, in (33) the intervening applicative vP forces this feature to instead be checked by the internal argument. This is an instance of the preference for external over internal merge (Merge over Move) though the internal argument could check [uφ] on v in (30) just as it does in (33), this movement is rendered unnecessary by the merge of the n head immediately above v.18

18As an anonymous reviewer observes, we might expect the dative DP in Spec,vP _app_ to bear either [uv] or [uT], as we claimed above for Icelandic. This checking relation is omitted from (33) as it does not bear on the accessibility of the DP argument harri horieki.
This account of cross-clausal agreement does not require substantially different assumptions than those made by either Etxepare or Preminger, aside from our core proposal about the direction of Agree and the separation of valuation from checking, though it does rely on specific assumptions about the configurations of case checking within a nominalized VP structure. We thus conclude that an upwards-probing Agree system, in which valuation is contingent on accessibility relations established by UA-based feature checking, is able to account for the Basque facts, contra Preminger (2013).

This is not necessarily the only way of accounting for LDA in Basque locative-marked con-
structions under UA, however. An alternative, somewhat more in line with Preminger (2009),
would be to assume that unlike the case-marked construction, the locative-marked construction
might not always contain a nominalized vP, but sometimes just a nominalized VP. Rezac et al.
(2014) point out that in the case-marked construction the tze-phrase can contain a source for
ergative case, whereas in the locative-marked construction this source must be absent. This sug-
gests that tze-phrases in the case-marked construction are structurally richer then tze-phrases in the
locative-marked construction. If the embedded clause the locative-marked construction contains a
nominalized VP, the locus of absolutive case for the embedded argument lies outside the tze-phrase
and the embedded absolutive would directly receive case from matrix v (under this view the em-
bedded nominalizer would not need to be case-checked itself, cf. Preminger and Polinsky 2015).
In those cases where the embedded object must have received case from within the embedded tze-
phrase (and there are various cases where this is the case), the tze-phrase should contain [·]. Note
that LDA, under our proposal, then would only be possible when tze-phrases lack [·].

On a final note, the structural account of dative intervention we have proposed in this section
for Basque differs from the account of dative intervention proposed earlier in the case of Icelandic.
What unifies these proposals is that neither relies on the status of dative DPs as “defective” goals
for Agree, a concept that has presented some puzzles in syntactic theory. Much syntactic work
has been done on the interaction of dative arguments with ϕ-agreement: though we cannot re-
view this literature here, we note that a possible topic for future work is the question of whether
attributing intervention effects to different sources in different cases can account for some of the
cross-linguistic differences that have been observed in this domain.

4.3 Mediated topic-linked agreement into finite clauses

While the cross-clausal agreement seen in Basque involves agreement into a non-finite clause,
in this section we discuss examples of agreement across finite clause boundaries. Such agree-
ment patterns have been described for the Nakh-Dagestanian language Tsez (Polinsky and Pots-
dam, 2001), and for several Algonquian languages, including Passamaquoddy (Bruening, 2001;
LeSourd, 2010), Innu-aimûn (Branigan and MacKenzie, 2002), Plains Cree (Dahlstrom, 2014),
Ojibwe (Rhodes, 1994; Lochbihler and Mathieu, 2016), and Mi’gmaq (Hamilton and Fry, 2014; Hamilton, 2015).

Like all other cases of LDA of which we are aware, this type of agreement is dependent on properties of the target DP. But in contrast to both within-clause agreement and agreement into non-finite clauses, agreement into finite clauses is not dependent on the case of the agreement controller, but instead on information-structural properties of the target DP. Polinsky and Potsdam (2001), for example, demonstrate that cross-clausal agreement in Tsez is possible only with (absolutive) DPs interpreted as topics. Branigan and MacKenzie (2002) make a similar suggestion for Innu-aimun; Hamilton and Fry (2014) demonstrate that the possible targets of cross-clausal agreement vary across the Algonquian family, but nonetheless argue that in all cases the target DP is related via Agree to a head in the left periphery of the embedded clause, and that this Agree relation correlates with information-structural effects.

Our account of cross-clausal agreement in these languages is structurally parallel to our account of agreement into nominalized non-finite clauses in Basque. The difference is that rather than entering into a checking relationship with a head in the vP domain (for the purposes of case-licensing), the embedded argument enters into a checking relationship with a head at the edge of the embedded clause’s left periphery. Rather than checking a case feature against this head, the embedded argument checks a feature associated with its status as a topic or focus element. Just as in the non-finite cases, however, this instance of Agree establishes an accessibility relation that allows the left-peripheral head to be $\varphi$-valued by the embedded argument—and to pass the relevant $\varphi$-values onwards to heads with which it subsequently Agrees in the matrix clause.

For illustration of our account, we focus on the pattern of cross-clausal agreement described by Polinsky and Potsdam (2001) for Tsez, as in (34), where the finite matrix verb agrees in noun class with an embedded absolutive argument.

(34) Enir [ užâ magalu b-âc’rûti ] b-iyxo

mother [ boy bread. ABS(III) III-ate ] III-know

‘The mother knows [ that (as for the bread) the boy ate it’
The grammaticality of examples like (35), where the matrix verb does not agree with an embedded argument, might suggest that cross-clausal agreement is optional in Tsez, but Polinsky and Potsdam demonstrate that it is in fact obligatory when the embedded absolutive is interpreted as a topic, as in (34). If the embedded absolutive is not a topic, the matrix verb cannot agree with it, instead agreeing with the embedded clause as a whole (showing class IV morphology), as in (35).

(35) Enir [ užá magalu b-āc’ruži ] r-iyxo
mother [ boy bread.ABS(III) III-ate ] IV-know
‘The mother knows that the boy ate the bread’

Polinsky and Potsdam show that this pattern of cross-clausal agreement cannot be explained in terms of movement of the embedded absolutive into the matrix clause, or by doubling the embedded absolutive DP by a null pro topic. They conclude that cross-clausal agreement in Tsez can only be accounted for by a downwards-probing theory of Agree. In order to account for the restriction of cross-clausal agreement to embedded topics, Polinsky and Potsdam propose that topics (covertly) raise to a position at the edge of the embedded clause. Assuming that Agree probes cannot search past the edge of a finite embedded domain, this would guarantee that only topics can agree with matrix T, since non-topical arguments would not undergo this kind of raising.

The Tsez pattern of agreement can also be accounted for within the framework of accessibility-based valuation developed in this paper. Key to our proposal is the fact that in the absence of LDA, embedding verbs in Tsez show class IV agreement, appearing to agree with the embedded clause as a whole. This motivates the view that apparent agreement between the matrix verb and an

---


20 An alternative is that the class IV marker in (35) is a morphological default, reflecting total failure of agreement rather than agreement with the embedded clause. Class IV is associated with inanimate nouns, though some inanimates belong to class III, together with non-human animals, and can be viewed as the elsewhere class in Tsez (Polinsky and Comrie 1999, though see Plaster et al. 2013 for further discussion). The key point for our analysis, however, is that the matrix verb in (35) shows the same agreement as any verb agreeing with a simplex class IV noun.
embedded argument is in fact mediated by a head at the edge of the embedded domain, just as in our analysis of cross-clausal agreement in Basque.

Specifically, we propose that the embedded absolutive DP bears an uninterpretable topic feature, which we abbreviate \([u\text{Top}]\). This feature probes upwards and is checked by a corresponding \([i\text{Top}]\) feature, located on a head in the left-periphery of the embedded clause. For simplicity of representation, we refer to this head as \(C\), setting aside the issue of whether embedded clauses in Tsez exhibit an expanded sequence of projections in the left periphery.

Given that embedded clauses trigger morphological agreement in Tsez, it is natural to assume that in addition to this optional \([i\text{Top}]\) feature, this embedded \(C\) head also bears \(\varphi\)-features, but that these features are unvalued, as reflected by the fact that embedded clauses trigger default noun class agreement on the matrix verb in the absence of cross-clausal agreement. Whether or not the absolutive DP moves covertly to Spec,CP, the fact that it stands in a feature checking relation with \(C\) means that it is accessible to \(C\), and can value its unvalued \(\varphi\)-features.

If the embedded absolutive DP were not a topic, it would be unable to establish the checking relation that renders it accessible to \(C\), and so could not pass its \(\varphi\)-values to \(C\). Note, moreover, that in contrast to Polinsky and Potsdam’s original analysis, we do not have to assume any covert movement of the absolutive DP, as it is the \(\varphi\)-features on \(C\), and not those on the DP, that controls agreement on the matrix verb. This is an advantage because feeding relations between covert movement and agreement seem otherwise unattested.

The \(C\) head also bears an additional uninterpretable case feature, necessary in our system to account for agreement with the embedded clause as a whole; we assume that this feature is \([uv]\), in line with Polinsky (2015) proposal that agreement in Tsez is always due to \(v\). This feature will probe upwards and be checked by matrix \(v\), making the \(\varphi\)-feature of embedded \(C\) accessible to value the \([u\varphi]\) feature realized on the matrix verb. Note that by saying that \(C\) is essentially nominal in Tsez (given that it carries interpretable \(\varphi\)-features), the presence of a case feature on \(C\) is a minimal extension, if not a natural one (if carrying interpretable \(\varphi\)-features is what makes a particular element nominal and therefore to subject to case-assignment). Irrespective of this, the
presence of such a case feature may indeed be what marks an embedded clause as such, making it dependent on higher functional structure. Finally, it correctly allows us to distinguish embedded C (which allows unmarked topics to remain in their base position) from matrix C (which requires overt movement of unmarked topics): if the C head that licenses in situ topics did not carry a feature [uv]/[uT], nothing would prevent the embedded clause in (34) from occurring as a main clause with a topical interpretation of the absolutive object, contrary to fact (Mascha Polinsky p.c.). The derivation is shown in (36); for concreteness we assume that the absolutive DP remains in situ.

\[(36) \quad a. \quad vP \quad b. \quad vP\]

![Diagram](https://example.com/diagram.png)

Again, this account of cross-clausal agreement in Tsez in terms of accessibility-based valuation does not require any more elaborate assumptions than the alternative downwards-probing analysis.

Though the assumption that embedded clauses bear case features may appear unwarranted, recall again that the accessibility-based model of valuation is essentially a concrete implementation of Chomsky’s proposal that Agree is subject to an Activity condition, possible only when the goal bears some uninterpretable feature of its own.

The fact that only absolutive topics can control LDA follows naturally, as only absolutive DPs carry valued \(\varphi\)-features in Tsez. Non-absolutive DPs carry \(\varphi\)-features that are unvalued (i.e. because they are contained in a KP shell). As a result, other topical DPs can also stand in an Agree relation with C, but cannot value its \(\varphi\)-feature, and therefore C can only trigger default agreement in such cases.
By having this agreement pattern be mediated by the head at the edge of the embedded domain, moreover, we further do not encounter the puzzle of why Agree in some cases targets a whole embedded clause, and in other cases targets a DP in the specifier of the embedded clause.\(^{23}\)

### 4.4 Summary

In this section we have reviewed three types of LDA: case-linked agreement within clauses, case-linked agreement into non-finite embedded clauses, and information-structure-linked agreement into finite embedded clauses. All the instances of LDA of which we are aware fall into one of these categories; we have shown how each can be accounted for by a theory of UA that separates checking from valuation, restricting the latter in terms of accessibility.

We have argued that cross-clausal agreement into both finite and nominalized non-finite clauses is mediated by a head at the edge of the embedded domain. Though such agreement is always dependent on properties of the agreed-with DP, which properties it is dependent on is determined by the properties of the mediating head: non-finite nominalized heads in the vP domain of the clause are typically involved in case dependencies with argument DPs, while heads at the left periphery of embedded finite clauses are typically involved in dependencies based on information.

\(^{23}\)As noted above, similar patterns of cross-clausal agreement are found across the Algonquian language family. As in Tsez, cross-clausal agreement in Algonquian is associated with the information structure of the embedded clause but unlike in Tsez, this is not restricted to embedded topics. In Innu-aimn, for example, cross-clausal agreement targets not only embedded topics but also embedded Wh-elements (Branigan and MacKenzie, 2002). As Wh-elements cannot be topics, this is a counterexample to a general association between cross-clausal agreement and topichood, but it is compatible with a broader association between cross-clausal agreement and the embedded left periphery. For Blackfoot, similarly, Bliss (2008) argues that cross-clausal agreement is sensitive to contrastive focus, whose semantics is also often associated with a left-peripheral head.

Our account of cross-clausal agreement in Tsez extends naturally to Algonquian, with the minimal addition that features other than an uninterpretable topic feature can establish accessibility between C and the target DP (indeed, ruling this option out would otherwise have been an undesirable stipulation). Space prevents a fuller discussion of Algonquian cross-clausal agreement here, but we note that micro-variation within this language presents a potential test-case of the system developed here, and refer interested readers to the work cited above, particularly the comparative discussion in Hamilton and Fry (2014).
structure or $\psi$-features.

Our goal in this section has been to demonstrate the advantage of the UA account of LDA, in directly accounting for its dependency on properties of the agreement target. A more modest goal, however, has been to demonstrate that the UA account of these facts is comparable, in terms of the types of the additional assumptions it requires for particular cases, to existing DA analyses. Given this equivalence, theories of syntactic feature dependencies can be evaluated partly on their success beyond the domain of $\psi$-agreement—and in this broader domain, we believe that UA has shown a clear advantage. In the next section we turn to this broader comparison, addressing claims that other cases of syntactic feature dependencies—those that have formed the basis for proposals of UA—should be accounted for by a different mechanism than Agree.

5 Discussion: a single mechanism of feature checking

Our main empirical goal in this paper has been to demonstrate that an UA framework can account for patterns of LDA, especially as these have been cited as conclusive evidence against UA and in favour of a downwards-probing model of Agree. To do this we have somewhat modified existing UA models to distinguish checking (accomplished via Agree) from valuation (constrained by accessibility and only possible for features that have independently be checked). We have further argued that UA in fact offers a better explanation for asymmetries between agreement with structurally higher arguments and LDA, asymmetries that can be found both within and across languages. Finally, we have shown that the same relation of accessibility that we have used to account for LDA also allows us to dispense with EPP features as a means of linking agreement and movement.

This project is motivated by the view that syntactic feature dependencies—instances in which features appear to be morphologically realized in one position, but semantically interpreted in another—should, if possible, be given a unified account. There is no question that the dependencies involved in LDA appear at first to suggest a downwards-probing model of feature licensing. But other dependencies—notably those involved in verbal inflection and negative concord—have been shown to be incompatible with downwards probing (cf. Wurmbrand 2011, 2012a,b, 2014, Zeijlstra
Unification must proceed in one direction or the other: in this paper we have shown that UA can indeed account for LDA.

Another alternative would be to abandon the unification project altogether, and assume that feature dependencies can arise from a plurality of sources. This is the approach taken by both (Preminger, 2013) and Preminger and Polinsky (2015), who argue against earlier extensions of UA to $\varphi$-agreement. Preminger makes this suggestion towards the end of his paper, saying the following:

“It might therefore be a good idea for theorizers working on the formal relation underpinning phenomena such as negative concord and sequence-of-tense to find a new term for the formal mechanism they are researching, one that does not appeal to what traditional grammarians had termed ‘agreement’. “ (Preminger 2013: 499)

This proposed alternative, however, fails to account for exactly the properties that first motivated Agree-based accounts of such phenomena, albeit in upwards-probing terms. Like $\varphi$-agreement, negative concord and verbal inflection involve a disconnect between the position or positions in which features are pronounced and a single position in which those features are interpreted. That disconnect is further subject to strict syntactic locality, and can be disrupted by the presence of an intervening elements. It could be the case that there are two syntactic feature-licensing mechanisms with this set of properties. Surely the default position, however, should be that there is only one such mechanism. This is the conservative position we defend in this paper.

A related suggestion to Preminger’s has been advanced by authors such as Baker (2008), Merchant (2011), and Carstens and Diercks (2013): that there is indeed only one operation Agree, but that its directionality varies, either across languages or across feature-types. This offers a different kind of unification between $\varphi$-agreement and core UA phenomena—but again at the cost of a less restrictive theory. The choice between upwards- and downwards-probing Agree could not be made on the basis of feature type or for languages as a whole. It cannot be made on the basis of feature type, because $\varphi$-features would then involve both downwards probing (in languages that show long-distance agreement) and upwards probing (as is taken to be the case in languages
like Kinande and Arabic). It cannot be made for a language as a whole because languages with downwards probing \( \varphi \)-features would have upwards probing negation or inflectional features. The UA theory we have developed here is more restrictive, and so makes stronger predictions about the typology of possible agreement systems, in particular the prediction that long-distance agreement always involves a bidirectional dependency between the agreeing head and the agreed-with DP.

Preminger and Polinsky (2015) give several arguments against a UA unification of \( \varphi \)-agreement with phenomena such as verbal inflection and negative concord. 24 According to them, one of the strongest arguments against a UA-treatment of \( \varphi \)-agreement comes from a consideration of the following two patterns:

\[
(37) \quad \ldots \, H^0 \text{(agrees with } \alpha\ldots \,[\ldots \text{Pred}\,(\alpha \text{'s } \theta\text{-asigner}) \ldots \] \]

\[
(38) \quad \ldots \text{Pred}(\alpha \text{'s } \theta\text{-asigner}) \ldots \,[\ldots H^0 \text{(agrees with } \alpha\ldots \] \]

If we assume that DPs never merge in a position lower than where they are assigned their \( \theta \)-roles, then (37) represents LDA of H with a lower element (i.e. matrix agreement with an embedded argument), while (38) represents LDA of H with a higher element (i.e. embedded agreement with a matrix argument). Preminger and Polinsky observe that the configuration in (38) appears to be unattested, and argue that while DA correctly excludes such configurations, a UA theory of \( \varphi \)-agreement would incorrectly predict them to be possible.

At least two points can be raised in response to this argument. First, there do seem to be configurations of syntactic licensing that conform to the schema in (38), albeit outside the domain of \( \varphi \)-agreement. For example, in (39) the Italian negative marker non, carrying a semantically interpretable negative feature [iNeg] may license embedded nessuno (‘nobody’) and niente (‘nothing’), both carrying [uNeg] (cf. Zeijlstra et al. 2004; Zeijlstra 2008a; see also Brown 1999, Weiss 2002); and in (40) embedded nominatives in Japanese receive case from the finite verb in the matrix clause

---

24 Preminger and Polinsky (2015) was intended as a rebuttal of a previous, pre-published version of this article. Several parts of our analysis have been modified or revised. In this section we only discuss the major criticisms raised against UA that apply to the proposal in this version.
(Hiraiwa, 2001). Since there is no reason to assume that these targets of agreements have covertly raised into the main clause, mutatis mutandis, they adhere the scheme in (38).

(39) Oggi *(non) pretendo che nessuno dica niente

today NEG ask.1SG that n-body says.SUBJ n-thing
‘I don’t ask today that anybody says anything’

(38) [John-ga [ yosouijouni nihonjin-ga eigo-ga hidoku ] kanji-ta.]

‘It seemed to John that the Japanese are worse at speaking English than he had expected.’

(Italian\textsuperscript{25})

By contrast, no cases have been attested where a neg-word is licensed by a negative marker in an embedded clause, or where some DP has its case licensed by an element in a lower clause. Hence, the cross-linguistic patterns observed crucially only apply to instances of \(\varphi\)-agreement, not with agreement in general, and thus so far the observations made might at first sight call for a non-unified treatment of agreement. However, uniformity can be maintained, since minimality considerations may explain why the configuration in (38) appears to be unattested in the domain of \(\varphi\)-agreement. For an embedded H to be either checked or valued by a matrix DP, it is necessary both that there is no absolute locality boundary between them (e.g. a finite clause boundary), but also that there is no closer DP that could have checked or valued H. The circumstances in which an embedded predicate is not only close enough to Agree with a matrix DP, but also has no closer DP with which it could have Agreed, are plausibly vanishingly rare.

A second point to raise in response to Preminger and Polinsky’s argument is that even though cases like (37) have been attested in the domain of \(\varphi\)-agreement, they are not common, as also acknowledged by Preminger and Polinsky. And, as we have argued in this paper, such instances are also generally more constrained than cases where the target and controller of agreement are clause-mate: they are dependent on other instances of agreement and they are often, though not always,

\textsuperscript{25}Note that Subjunctive CPs do not form islands in Italian (cf. Giorgi and Pianesi 2004). Indicative CPs do. If the embedded verb in (39) were indicative, the sentence would be ungrammatical.
defective. There is nothing in the standard theory of DA that explains these constraints. Naturally, this does not mean that such constraints cannot be explained in DA terms. For instance, Preminger (2011) argues that the defectivity of LDA may result from intervention effects (by decomposing \( \phi \)-agreement into separate person and number probes, the number probe being the lower one and a phase head). While we acknowledge that such solutions are technically feasible, they do not appear to offer an obviously more elegant analysis than the UA system proposed in this paper.

A second major criticism voiced by Preminger and Polinsky concerns the alleged reduction of agreement mechanisms. They argue that the possibility of unifying phenomena like verbal inflection and negative concord with \( \phi \)-agreement is irrelevant, because it is impossible to reduce every correspondence between pairs of expressions to morpho-syntactic agreement. For instance, in (41), taken from their paper, the pronoun she must match its antecedent’s \( \phi \)-features, though it would not make any sense to presume that there is a morphosyntactic agreement between the two DPs.

(41) A: I met the most fascinating woman yesterday.
    B: Oh yeah, who was she/*he?

As Preminger and Polinsky observe, no existing agreement proposal argues that this should be accounted for in terms of morpho-syntactic agreement. Hence, natural language exhibits (at least) two feature-matching mechanisms, one on the morphosyntactic side, and (at least) one on the pragmatico-semantic side.

But of course, it is not surprising that different modules of grammar exploit different mechanisms to realize correspondences between pairs of expressions. The question at stake, however, is whether there is more than one mechanism available within the morpho-syntactic component of grammar. Since phenomena like negative concord, multiple case licensing, and verbal inflection are all subject to syntactic locality relations,\(^{26}\) they cannot be explained by a pragmatico-semantic

\(^{26}\)Arguably many more phenomena fall into this category as well: Chierchia (2013), for example, takes NPI licensing to be an instance of UA between a higher interpretable exhaustification feature and a lower uninterpretable exhaustification feature present on the NPI; Hicks (2009, 105) similarly argues that binding is an Agree/valuation
mechanism along the lines of the one responsible for coreference in (41). Since these phenomena cannot be treated in DA terms (and Preminger and Polinsky do not claim they should be), treating ϕ-agreement in term of DA would necessarily require two co-existing agreement mechanism in the morphosyntax. By contrast, the central claim of this paper is that there is only one such mechanism, albeit that this mechanism consists of two components (checking and valuation).

In this light it is interesting to look at another claim about theoretical reduction. Preminger and Polinsky refer to our approach as a “hybrid valuation” approach, because it allows both downward valuation (as a default case) and upward valuation (in restricted contexts). They argue that a single-direction approach (either UA or DA) would be preferable. Since pure UA (without the accessibility modification) cannot deal with all instances of long-distance agreement, this would be an argument in favour DA. However, this claim faces two problems. First, one may wonder what is actually theoretically simpler: two co-existing single-direction mechanisms (i.e. DA plus a second mechanism to account for negative concord, verbal inflection, etc.), or one hybrid mechanism with a default direction and well-motivated constraints on exceptions to that. Second, note that a major challenge for DA approaches is to account for the fact that many instances of ϕ-agreement are instances of Spec-Head agreement and not of LDA. Standardly, Spec-Head agreement must be driven by additional features (EPP-features, edge-features, etc.). Under our approach syntactic movement is always driven by the need of uninterpretable features to be checked under UA. If a lower element with a matching interpretable feature is accessible to a higher probe with a matching interpretable feature, it can raise to a position immediately c-commanding it (its specifier). Hence, our UA approach reduces not only clear cases of UA with long-distance ϕ-agreement, but also reduces Spec-Head agreement and long-distance agreement to the same mechanism, without postulating any additional features triggering movement.

Let us conclude with the exact predictions that our UA approach makes. First, our proposal requires that every uninterpretable feature be checked by a higher, c-commanding matching interpretable feature. Second, valuation of a higher feature by a lower element is possible if and only relation between a higher antecedent and a lower anaphor.
if (i) the element carrying this higher unvalued feature stands in an additional (direct or mediated) UA relation with this lower valued feature (e.g. f\text{case} or information-structural features); (ii) this feature has fulfilled its checking requirements under UA (i.e. if it is uninterpretable, it has been checked by a c-commanding matching interpretable feature); and (iii) valuation of an uninterpretable feature by a lower element is only possible if its checker is not fully valued. Third, raising an element to the specifier of a probing head to check off an uninterpretable feature on that head (an “EPP-effect”) is again only possible if the raised element stands an additional UA relation with that head. These are all clear and falsifiable predictions. If these predictions turn out to be correct, then it is indeed possible to account for all instances of syntactic agreement in one unified way.

Our proposal does commit us, among other things, to a syntactic implementation of something like structural case, the licensing of arguments by functional heads. This is in opposition to, e.g., competition based accounts of morphological case, as in much work following Marantz (1991, 2000). For reasons of space we cannot offer a complete resolution of this tension here—but we note that our core proposal could be restated within theories of nominal licensing that depart considerably from standard Case Theory. We require that DP arguments be involved in upwards-probing licensing dependencies with the functional heads on which they trigger $\varphi$-agreement, but not that those same dependencies determine morphological case. One such alternative might be found in Sheehan and van der Wal (2015), in which nominal projections must agree with functional heads in order to be integrated with a complete extended projection (i.e. a clause).

Our proposal also commits us to a particular view of finite agreement in languages without overt movement to Spec,TP. We must assume that Spec,TP is in fact filled in such languages by a null expletive $\text{pro}$; if it were not, the uninterpretable and unvalued $\varphi$-features of T would remain unchecked (even if they were eventually valued by a lower nominal), because checking is possible only in UA configurations. The alternative is that T bear no uninterpretable $\varphi$-features at all—resulting either in no finite agreement in the language, or agreement that reflects the features of some head other than T, one lower than the agreement-triggering nominal.
One might also object that an upwards probing theory of Agree is in some sense counter-cyclic: UA is triggered by properties of an element contained within an already-built structure, rather than by a daughter of the root node. Though UA does require that probes search upwards whenever a new element is merged into a structure, UA relations are nonetheless always established between the highest element in a tree and some lower element, just as in DA. For this reason, though the issue of cyclicity represents a potential conceptual disadvantage for the UA account, it is not fatal, particularly in view of the broader empirical coverage we have argued UA has over DA.

Finally, there has not been space in this paper to discuss $\varphi$-agreement beyond simple finite cases. At least two contexts merit investigation in future work. The first is agreement in auxiliary-participle constructions, particularly when multiple auxiliary verbs occur in a clause. In some languages LDA can involve morphology on all the verbs in a sequence, not just the finite verb (e.g. Arabic agreement with low nominative subjects). The UA approach to these phenomena would require either that a DP establish licensing relations with multiple higher heads in a clause, or that agreement be mediated by inflectional licensing relations between the verbs themselves. The second type of $\varphi$-agreement that we leave to future work is agreement within the DP itself, not only between the noun and higher elements, such as determiners, numerals, adjectives, and possessors, but also among functional heads that provide the semantic locus of features such as number, gender, and person. We leave these questions, among many others, for future research.

6 Conclusion

In this paper we have argued that a version of Upward Agree can account for a wide range of long-distance agreement phenomena, including cases that have been cited as evidence against upwards-probing models of $\varphi$-agreement in general. Our core additions to UA are the distinction between checking and valuation, and the introduction of accessibility as a relation that persists after UA-based checking has occurred. Accessibility defines the set of elements that can enter into subsequent valuation relations, but also identifies the set of elements available for movement into a checking relation, accounting for movement-agreement interactions without alluding to any EPP.

27Thank you to Brandon Fry (p.c.) and to an anonymous LI reviewer for bringing this point to our attention.
features. We have argued that the distinction between checking and valuation, and the introduction of accessibility, makes it possible to better explain asymmetries between Spec-Head agreement and LDA. We have shown how these proposals account for the configurations in which long-distance agreement is attested, accounting for the ways in which LDA is constrained. The UA approach to ϕ-agreement thus not only allows a single morpho-syntactic mechanism of feature licensing, it also has empirical advantages internal to the account of ϕ-agreement itself. Finally, we have argued that a recently voiced criticism to the UA approach does not negatively affect our proposal.
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