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Preface

Dear Friends and Colleagues,

WELCOME to the 12th Workshop on Statistics, Mathematics and Com-
putation!

We celebrate this meeting in Honour of Professor Carlos Braumann, for
his brilliant career and outstanding contribution to the field of Statistics in
Portugal and abroad, and to whom we are deeply grateful for all the support,
kind and precious collaboration in our meetings!

We are delighted to have this celebration fostering strong interaction
between national and international researchers, leading to a successful com-
mitment and enthusiasm on promoting research in and between the broad
areas of Statistics, Mathematics and Computation. It is a great pleasure to
receive all our guests and contributors from 9 to 10 th November in UBI-
Universidade da Beira Interior, expressing our huge gratitude to the Univer-
sity Coordinators for kindly accepted to embrace this challenge of receiving
us again! The WSMC was successfully organized in several places along these
last 12 years and we believe that our meetings have been creating very nice
opportunities for showcasing the growth and development of the focused
main areas, at a time when so many new technologies are available and huge
challenges are emerging. The idea exchanges between participants are al-
ways helpful for generating positive impact on propelling the advancement
of science and technology and some of these results have been published in
high standard Journals, special issues and Springer Series Books. Also in
this 12th WSMC edition the participants will have several journal oppor-
tunities for papers submission. Selected papers, after review, will appear in
Journal of Applied Statistics, Biometrical Letters, Biometrics & Biostatis-
tics International Journal (BBIJ) and in a new Springer volume of the Series
Contributions to Statistics.

We are hightly grateful to all the participants, Invited Speakers, Session
Organizers and Authors who submitted abstracts, for their valuable contri-
bution and for the enthusiastic way how they assume their participation. We
also acknowledge all the sponsors and contributors who made this meeting
a reality. Furthermore, we acknowledge the Rector of Universidade da Beira
Interior, the Rector of Universidade Aberta, the Coordinator of the Centro
de Estatística e Aplicações da Universidade de Lisboa and the President of
the Committee on Risk Analysis of International Statistical Institute, for
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vi Preface

their support. We are most grateful to all the members of the Organizing
Committee and of the Scientific Committee for their crucial help and sugges-
tions. We address a deeply thanks to the Local Chair, Sandra Ferreira, and
also to Amílcar Oliveira, Célia Nunes, Dário Ferreira and Luís Grilo for their
invaluable contribution on organizing the Webpage, the final programme, the
Book of Abstracts and so many details in a such incredible short time!

Finally, the venue adds an important attraction to the meeting. The
destination city, Covilhã, is a fantastic place close to beautiful and highest
mountain in Portugal, Serra da Estrela. This region is very famous not only
for awesome landscapes and sports opportunities but also for the famous de-
lights like the wool cheese, ham, licors and also for the traditional artesanat.
Covilhã offers a full calendar of traditional festivals and holidays celebrated
throughout the year adds to its cultural appeal.

We trust that you will find the conference and your visit to the very
beautiful city of Covilhã in November 2018 both valuable and enjoyable, we
believe that this meeting will be rewarding to all of us and that it will draw
us to the next edition -WSMC13, which is planned for 2019 in Lisbon.

By the Executive Committee,

Teresa A. Oliveira

Covilhã, 9-10th November 2018
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Population growth in random environments

Carlos A. Braumann1,2

Centro de Investigação em Matemática e Aplicações, Instituto de
Investigação e Formação Avançada, Universidade de Évora1

Departamento de Matemática, Escola de Ciências e Tecnologia,
Universidade de Évora2

E-mail address: braumann@uevora.pt

Abstract

The growth of populations was traditionally modelled by ordinary differ-
ential equations (ODE), but there are random fluctuations in the environ-
mental conditions that affect the growth rate. Particularly in wildlife popu-
lations, such fluctuations may cause considerable deviations from the mean
dynamics and may also produce new qualitative features that can be studied
using stochastic differential equation (SDE) models. The other advantage of
using SDE models is that the statistical issues (estimation, model choice,
prediction) become quite natural and, unlike ODE models, do not have to
be artificially imposed as an outer layer (like a regression structure, which
actually is inadequate to deal with randomness affecting the very dynamics).

The main results concerning extinction, extinction time, conditions for
existence of a stochastic equilibrium and how Allee effects affect the dynamics
will be reviewed for general models, so as to obtain qualitative results that
are model robust. The particular case of fished populations and the issues of
optimizing the harvesting yield or the profit will also be addressed. In what
concerns quantitative predictions in applications, one needs to use a specific
model, usually a reasonable approximation of the unknown correct model,
and so we will also study the resulting error in such predictions.

This brief account reviews publications (that cannot be referenced in
the space available here) by several authors, particularly by this author and
co-authors Patrícia A. Filipe, Clara Carlos and Nuno M. Brites.

The issue of the stochastic calculi of Itô and Stratonovich and its inci-
dence on modelling will also be briefly addressed.

Keywords: stochastic differential equations, randomly varying environment,
population growth, extinction, harvesting.

—–¯—–
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Adopting Mathematical Aspects and
Computational Techniques to Optimal

Experimental Design Theory

Christos P. Kitsos

Department of Informatics, University of West Attica1

(1ex Technological Educational Institute of Athens)

Abstract

The target of this paper is to investigate, analyze and discuss the Opti-
mal Experimental Design Theory from the point of view of a Mathematical
extension and the adoption of Computational techniques in practice. From
a Mathematical point of view the invariance either as a group theory or
through affine Geometry is essential, as well as the Group theory or Pro-
jective Geometry. The optimality criteria, through the Mathematical Anal-
ysis, play also an important role on the development of the Design Theory .
When the evaluation of optimal Design points is requested, Computational,
Techniques are adopted especially when the sequential principle of Design
is adopted. This excellent merge of various Mathematical Aspects with the
computational support created the Optimal Experimental Design Theory -
the back bone of Statistics, as some researchers believe.
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Confidence Ellipsoids for Additive Models

João T. Mexia1 Sandra S. Ferreira2,3, Célia Nunes2,3 and
Dário Ferreira2,3

Center of Mathematics and its Applications, Faculty of Science and
Technology, New University of Lisbon, Monte da Caparica, Portugal1

Department of Mathematics of University Beira Interior2

Center of Mathematics and Applications, University of Beira Interior,
Covilhã, Portugal3

E-mail address: jtm@fct.unl.pt; sandraf@ubi.pt; celian@ubi.pt;dario@ubi.pt

Abstract

We use a classical result on cumulant generation functions to obtain
Least Square Estimators for the components assumed to be independent
and identical distributed of the vectors ZZZ1, ...,ZZZm of an additive model

YYY = XXX0βββ0 +
m∑

i=1

XXXiZZZi + eee, (1)

where the ZZZ1, ...,ZZZm and eee are assumed to be independent and eee is normal
and homocedastic.

We then obtain the cumulants of order 2,3 and 4 of the Vp = ααα>l (YYY −µµµ),
where µµµ = X0β0 and ααα1, ...,αααn constituting an orthonormal basis for Rn.
Applying the Edgeworth expressions we obtain (approximate) quantiles up,l

for Uh, h = 1, ..., n. Lastly we adjust confidence ellipsoids to the quantiles,
reducing the quadratic sum to an inner product. Thus

vvv>MMMvvv = vvv<2>tsss(MMM), (2)

where, with vvv = (v1, ..., vm) and MMM = [ml,b], we have




vvv<2> = (v2
1, ..., v1vm, ..., v2

m)

sss(M) = (m1,1, ..., m1,w, ..., mw,w)
. (3)

The adjusted ellipsoid will be the (approximate) p level ellipsoid.
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Keywords: Additive Models, Cumulants, Cumulant Generating Function,
Quantiles, Moments.

—–¯—–
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Testing interaction in unrepeated designs

Karl Moder

Department of Landscape, Spatial and Infrastructure Sciences University of
Natural resources and Life Sciences in Vienna, Austria

E-mail address: karl.moder@boku.ac.at

Abstract

Unrepeated experimental designs like Randomized Complete Block De-
signs, Incomplete Block Designs. split-plot designs are probably the most
widely used experimental designs. Despite many advantages they suffer from
one serious drawback: In a common linear model there is no test on interac-
tion effects in ANOVA, as there is only one observation for each combination
of a block and factor effects.

Several people tried to overcome this problem by using some additional
restrictions to the model. None of these methods are used in practice, es-
pecially as most of them are non-linear. A review on such tests is given by
Karabatos [2005] and Alin & Kurt [2006].

Here a new method is introduced which permits a test of interactions in
non-repeated designs. The underlying models are linear and identical to those
of common factorial designs. A big addvantage of the propoesed model is,
that one can use any common statistical program packages like SAS, SPSS,
R ... for analysis by doing a few additional calculations.

Keywords: unrepeated designs, block designs, interaction, power.

—–¯—–
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Measuring the Shape of Boundary Districts Using
the Convexity Ratio

J R Bozeman1 and J Mori2

American University of Malta1 ; University of Vermont2

E-mail address: james.bozeman@aum.edu.mt; jillian.mori@uvm.edu

Abstract
When measuring the shape of voting districts in redistricting plans, for

example when trying to identify potential gerrymanders, some districts re-
ceive poor scores due to the fact that other objects beyond the redistricters
control protrude into the district. This happens when, for example, another
State intrudes on a district, or the district is bounded by a body of water, etc.
Hence the shape of a state can occasionally lead to poorly shaped districts,
by definition, but which cannot be considered as such. This occurs regard-
less of the scoring method used (’compactness’ or convexity, e.g.) since these
boundaries are then unchangeable. Dealing with this issue is the subject of
much current research. We solve this problem assuming the convexity ratio
is used when measuring the shape of a district.

In this talk we exhibit different methods for measuring the shape of
districts with immoveable boundaries. The flaws of some of these ideas are
shown. We then solve the unchangeable boundary district problem in the
context of the convexity ratio by introducing convex hulls at the immoveable
portions. This technique is readily programmable, one of our goals. The result
is then applied to artifiical and real boundary districts so that the geometry
can be visualized. We conclude by discussing future work.

Keywords: boundary districts, convexity ratio, convex hull, gerrymander-
ing, redistricting.

—–¯—–
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Development of tools for numerical inversion of the
characteristic functions and the exact distributions

of multivariate test statistics

Viktor Witkovský

Institute of Measurement Science,
Slovak Academy of Sciences, Bratislava, Slovakia

E-mail address: witkovsky@savba.sk

Abstract

The exact statistical inference frequently leads to a non-standard proba-
bility distributions of the considered test statistics, which can be fully speci-
fied by their moments or their characteristic functions. Typically, distribution
of many estimators and test statistics can be structurally expressed as a lin-
ear combination or product of independent random variables with known
distributions, see e.g. [1–3], and in particular, it is true for many standard
multivariate test criteria, see e.g. [4].

However, analytical inversion from the moments (by using the inverse
Mellin transform) or from the characteristic function (by using the inverse
Fourier transform) frequently leads to complicated expressions of the distri-
bution functions (PDF/CDF/QF).

Alternative approaches are frequently based on the approximation meth-
ods (small sample or asymptotic), or the simulation methods. In particular,
the null-distribution of the most common likelihood ratio based test statistics
can be approximated by the standard asymptotic chi-square approximation.
The small sample approximations based on first moments/cumulants include
the Edgeworth or Gram-Charlier expansions about the known distribution.
In specific situations the more sophisticated approximations can be used,
such as the near-exact distributions suggested by Carlos A. Coelho and his
co-authors, see e.g. [5-7]. For more details see
https://sites.google.com/site/nearexactdistributions/home.

For most applications, the method based on numerical inversion of the
characteristic functions is fully sufficient. Applicability of the approach is il-
lustrated by computing the exact null and non-null distributions of selected
test statistics used in multivariate hypothesis testing. The suggested methods
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and algorithms have been implemented as CharFunTool: The Characteristic
Functions Toolbox in MATLAB and R programming environment for sta-
tistical computing. The work is still under progress and cooperation with
interested researchers on its further development is very welcome, see [8, 9].

Keywords: characteristic function, numerical inversion, multivariate test
statistics, exact distribution.
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Extreme value theory in the analysis of
environmental events

M. Ivette Gomes1,2 and Fernanda Figueiredo3,2
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Abstract

Climatic changes have contributed for the occurrence of severe winters
and summers, with incredible low or high temperatures, flows, hurricanes,
huge areas of forest destroyed by fires, and so on. To deal and try preventing
this type of catastrophic events, it is important an adequate modeling of the
tails, or at least, a reliable estimation of the risk of exceedance of an adequate
safety level. Extreme value theory plays then a crucial role in modeling those
tails, through an initial estimation of the extreme value index (EVI), the
primary parameter of rare events. In this study we consider datasets from
the areas of ecology and hydrology, and after a preliminary analysis of the
data, we proceed with a semi-parametric estimation of the EVI and of related
parameters of extreme events, like the return period of a high level.

Keywords:data analysis, semi-parametric estimation,statistics of extremes.

—–¯—–

Modeling rare large events is one of the most important issues in the field
of extreme value theory (EVT). On the basis of an assumed non-degenerate
asymptotic behavior for linearly normalized maxima, it is common to con-
sider the general extreme value (GEV) cumulative distribution function (CDF),
GEVξ, to model such events. The standard GEVξ CDF is defined by

GEVξ(x) :=
{

exp(−(1 + ξx)−1/ξ), 1 + ξx > 0, if ξ 6= 0,
exp(− exp(−x)), x ∈ R, if ξ = 0,

where ξ denotes the EVI, a parameter associated with the frequency of such
extreme events. Regarding EVI-estimation, several studies have been carried
out, to achieve efficient estimators for ξ. For details see, among others, the
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books by Beirlant et al. (2004), de Haan and Ferreira (2006), Gomes et al.
(2013) and the recent overview by Gomes and Guillou (2015).

After an adequate transformation of the available data, let us assume that
we have access to {Xi, 1 ≤ i ≤ n}, a random sample of size n from a model
F, and let us denote by {Xi:n, 1 ≤ i ≤ n} the sample of associated ascending
order statistics (OSs). In statistical EVT the estimation is often based on the
largest k upper OSs, with k an intermediate sequence of integers. For heavy
tailed models (ξ > 0), the most common semi-parametric EVI-estimators
are the Hill estimators (Hill, 1975), denoted by H(k), the average of the log-
excesses Vik := lnXn−i+:n − ln Xn−k:n, 1 ≤ i ≤ k. Since these estimators
have the disadvantage of having a reasonably high bias for low thresholds,
i.e., for large k, several reduced-bias EVI-estimators have been introduced in
the literature, associated not only with the H EVI-estimators, but also with
generalized means’ EVI-estimators (see, Caeiro et al., 2016, where some of
those estimators are discussed), dependent on an extra tuning parameter,
say p. For the choice of these tuning parameters, (k, p), bootstrap method-
ologies are crucial, enabling to obtain reliable semi-parametric estimates of
any parameter of rare events, like a high quantile, the return period of a high
level or the two primary parameters of extreme events, the EVI and the ex-
tremal index (EI), related to the degree of local dependence in the extremes
of a stationary sequence (see, Gomes, 1993, for the EI-estimation, together
with an application to environmental data). After a brief discussion of these
estimators, and extending the discussion in Figueiredo and Gomes (2007),
we proceed with the analysis of data sets in the field of environment, related
to burned areas in forests and river flows, trying to motivate the use of EVT
to solve problems in environmental sciences.
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Statistical Ecology: a few examples

Russell Alpizar-Jara1,2

University of Évora, Departament of Mathematics, ECT1
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E-mail address: alpizar@uevora.pt

Abstract
Last few decades have been characterized by a rapid increase in com-

puter power, new technological advances for data collection, data accessi-
bility, and by the need to develop adequate statistical methodology to ad-
dress challenges on data and model complexities. Statistical Ecology has not
fell behind. Recent developments provide tools to answer complex ecologi-
cal problems. There is a very large set of statistical applications in Ecology.
For instance, an intensive research area is the estimation of animal abun-
dance and related demographic parameters. I will illustrate how a simple
idea for a single population analysis can be extended to answer more general
community-level questions. I will also refer to recent applications and exten-
sions of classical methods to account for detection or capture probabilities in
elusive populations. Finally, I will highlight the importance of collaborative
and interdisciplinary work to contribute to the advancement of the field.

Keywords: capture-recapture, community dynamics, integrated modelling,
non-invasive genetics analyses.
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Application of Statistics of Extremes to the
Identification of Biodiversity Patterns

Luís Borda de Água1,2
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Abstract
In a landmark paper, He and Hubbell [1] pointed out that to determine

the number of species as area size increases - the so-called species accumula-
tion curve - what matters is to find the first individual of each species. They
also pointed out that to find out how many species go extinct as a function
of the size of the area cleared - the so-called endemic species accumulation
curve - what matters is to find the last individual. From a practical point
of view, one can think of a sampling scheme consisting of concentric circles
where we record the distance from the central point to the first individual of
each species (the minimum distance), and the distance to the furthest indi-
vidual (the maximum distance). Therefore, given an area with S species, this
sampling scheme leads to S points for the minimum distances and S for the
maximum distances. The analysis of these maxima and minima (extremes)
falls within the realm of the statistics of extremes. Here we show preliminary
results of the application of statistics of extremes to species richness to data
on tropical trees collected in a 50 ha plot in Barro Colorado Island, Panama,
and show the resulting "species accumulation curves" (based on the minima)
and the "endemic accumulation curves" (based on the maxima). More im-
portantly, we suggest that the asymptotic theorems of statistics of extremes
provide a theoretical framework to the study the species accumulation curves
and other biodiversity scaling patterns.

Keywords: Biodiversity, Endemic Accumulation curves, Species Accumula-
tion Curves, Statistics of Extremes.

—–¯—–
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From an Ordinary Differential Equation Model to
an Open Population Markov Chain Model, via

Stochastic Differential Equations; models for HIV
infection in individuals and populations.
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Abstract

We present an initial exploration of a method for the association of a
open population Markov chain model – with a finite number of states –
to some phenomena that may be, by force of its intrinsic characteristics,
best modeled by ODE, at least in some average sense. The ODE model
here presented is formulated as a dynamic change between two regimes; one
regime is of mean reverting type and the other is of inverse logistic type. For
the general purpose of defining a open Markov chain model for an human
population, we associate an Ito process to the OD equations, by means of
the addition of Gaussian noise terms which may be thought to model non
essential characteristics of the phenomena with small and undifferentiated
influences. The next step consists on discretizing the Ito processes and using
the sequence of values obtained to define, by simulation, trajectories that,
in turn, may define transitions of a finite valued Markov chain, if the state
space of the Ito process is partitioned according to some rule. We detail
the application of these ideas to the study of the evolution of a Portuguese
population of newly diagnosed with HIV. For that purpose the state space of
the Ito process referred is partitioned in six infection classes. We detail the
evolution of the population in these classes under two different projections for
the evolution of the newly diagnosed. The method here presented connects
the model for the evolution of the HIV viral load and the CD4 leucocytes
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count to a Markov chain open model for the Portuguese population of HIV
diagnosed.

Keywords: Ordinary Differential Equations, Stochastic Differential Equa-
tions, Markov Chains, Infection Modeling, Population Dynamics.

—–¯—–
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Valuation of lookback options and turbo warrants
on defaultable stocks

José Carlos Dias1,2 and João Pedro Vidal Nunes1,2
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Abstract

A turbo call (resp., put) warrant is a contract whose payoff is similar to
the one of a standard call (resp., put) option if a pre-specified barrier has
not been hit by the underlying asset price before maturity. If the underlying
asset price hits the barrier, a rebate is paid. For turbo call warrants the
rebate is the difference between the lowest recorded stock price during a pre-
specified period after the barrier is hit and the strike price, and for turbo put
warrants the rebate is calculated as the difference between the strike price
and the largest recorded stock price during a pre-specified period after the
barrier is hit. Hence, the price of turbo warrants can be decomposed into
two components: a barrier option and a lookback option.

This paper offers three concrete contributions to the financial engineer-
ing literature. First, we extend the first passage time approach of [3] to price
fixed-strike and floating-strike lookback options on defaultable stocks assum-
ing the underlying stock price follows the jump to default extended constant
elasticity of variance (JDCEV) model proposed by [1]. Therefore, and as
our second contribution, we are able to efficiently price turbo warrants on
defaultable equity since the barrier option component of the contract is ef-
fortlessly evaluated through the efficient pricing solutions recently offered
by [3]. Finally, our novel pricing methodology is compared with the Laplace
transform scheme developed in [4] for the CEV model of [2], because this
model is known to be nested as a special case of the more general JDCEV
modeling setup.

Keywords: lookback options, turbo warrants, default, CEV model, JDCEV
model.

—–¯—–
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Stochastic differential equations driven by mixed
fractional Brownian motion and an application in

finance

João Guerra1,2
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Abstract

We discuss the definition of a stochastic integral with respect to frac-
tional Brownian motion and also the existence and uniqueness of solutions
for stochastic differential equations driven simultaneously by a fractional
Brownian motion with Hurst parameter H > 1/2 and a standard Brownian
motion (mixed fractional Brownian motion). A financial application of these
type of stochastic differential equations is the so-called mixed Brownian-
fractional Brownian pricing model, which will also be discussed.

Keywords: Fractional Brownian motion, Stochastic Differential equations,
mixed fractional Brownian motion, arbitrage.
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The application of clustering algorithms to the
hand’s biometrics for personal recognition

Lúcia Paiva Sousa

ESTGV - IPV/CI&DETS

E-mail address: lsousa@estv.ipv.pt

Abstract

In data analysis, the hierarchical clustering algorithms are powerful tools
allowing to identify natural clusters, often without any priori information
of the data structure, and are quite often used because provide a graph-
ical representation of the resulting partitions, a hierarchy or dendrogram,
revealing more information than non-hierarchical algorithms that returns a
unique partition. Moreover, it is not necessary specify the number of clusters
à priori. This work focuses on the problem of choosing the best partition
in hierarchical clustering. The procedure to search for the best partition is
made in the nested set of partitions, defined by the hierarchy. It is applyed
an improved method, SEP/COP, to obtain the best partition, based on a
wide set of partitions. The study is considering a set of experiments using
two-dimensional synthetic data sets and a real-world data set, based on the
biometrics of the hands. This database is provided from Bosphorus Hand
Database, in the context of recognition of the identity of a person by using
the features of her hand/biometrics. Regarding to real data, the results of
the experiments demonstrated that SEP/COP hierarchical clustering algo-
rithm can contribute to identification systems based on the biometrics of the
hands.

Keywords: Hand biometrics, Recognition, Hierarchical clustering, Parti-
tion, Validation.
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Stochastic differential equations in fisheries
management with stepwise effort
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Abstract

Stochastic optimal control methods have been applied to derive optimal
harvesting policies in a randomly varying environment. With these policies,
the fishing effort, E(t), must be adjusted at every instant and will have
sudden frequent transitions between maximum or high harvesting efforts and
low or null harvesting efforts. These transitions in effort are not compatible
with the logistics of fisheries. Besides, the period of low or no harvesting poses
social and economical undesirable implications (intermittent unemployment
is just one of them). In addition to such shortcomings, these optimal policies
require the knowledge of the population size at every instant, to define the
appropriate level of effort. Therefore, these policies should be considered
unacceptable and inapplicable.

In [1,2], a constant fishing effort, E(t) ≡ E, was assumed. For a large class
of models it was found that, taking a constant fishing effort, there is, under
mild conditions, a stochastic sustainable behaviour. Namely, the probability
distribution of the population size at time t will converge, as t → +∞, to an
equilibrium probability distribution (the so-called stationary or steady-state
distribution) having a probability density function (the so-called stationary
density). In particular, for the Gompertz model, the stationary density was
found, and the effort E that optimizes the steady-state yield was determined.
The issue of profit optimization, however, was not addressed.

In previous works (see, for instance, [3,4]), we have developed as an al-
ternative to the variable effort policies, a sustainable constant effort policy
based on profit optimization, which is extremely easy to implement and leads
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to a stochastic steady-state. We determine the constant effort that maximizes
the expected profit per unit time at the steady-state in the general case and
for the specific cases of the logistic and the Gompertz models. One might
think that a constant effort policy would result in a substantial profit reduc-
tion compared with the optimal variable effort policy, but we show, using
data on the particular stock of the Bangladesh shrimp (Penaeus monodon),
that this is not the case. This new policy, rather than switching between
large and small or null fishing effort, keeps a constant effort and is therefore
compatible with the logistics of fisheries. Furthermore, this alternative policy
does not require knowledge of the population size.

Since the optimal variable effort policy is not applicable, we present here,
for the Gompertz model, sub-optimal policies, named stepwise policies, where
the harvesting effort under the optimal variable effort policy is determined
at the beginning of each year (or of each biennium) and kept constant during
that year (biennium). These policies are not optimal and still pose some so-
cial problems, but have the advantage of being applicable, since the changes
on effort are less frequent and compatible with the fishing activity. Further-
more, although we still need to keep estimating the fish stock size, we do not
need to do it so often. Replacing the optimal variable effort policy by these
stepwise policies has the advantage of applicability but, at best, consider-
ably reduces the already small profit advantage the optimal variable effort
policy has over the optimal constant effort policy. In some cases, the optimal
sustainable policy even outperforms these stepwise policies in terms of profit.

Keywords: stochastic differential equations, fisheries management, profit
optimization, stepwise effort.
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Comparison of classes of generalized Hill estimators
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Abstract

In this work, we are interested in the estimation of the extreme value
index, the primary parameter of extreme events. For heavy tails, classical
extreme value index estimators, such as the Hill [7] estimator, have usually a
strong bias. Consequently those estimators are quite sensitive to the number
of top order statistics used in the estimation. To improve the mean squared
error of the aforementioned estimators, many alternative estimators have
appeared in the literature ([1,4]). We analyse several generalizations of the
Hill estimator, like the ones in [2,3,5,6,8]. Our aim is to study their non
degenerate asymptotic behaviour and to compare them altogether.

Keywords: Extreme value index, heavy tails, semi-parametric estimation,
Statistic of extremes.
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methods for reproducibility of likelihood ratio tests
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Abstract

This work introduces the nonparametric predictive inference approach
for reproducibility of likelihood ratio tests. The general idea of this approach
is outlined for tests between two simple hypotheses, followed by an investi-
gation of reproducibility for tests between two Beta distributions. The work
reports on the first steps of a wider research programme towards tests in-
volving composite hypotheses and substantial computational challenges.

Keywords: Beta distribution, lower and upper probabilities, nonparametric
predictive inference, likelihood ratio test, reproducibility probability.

—–¯—–
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Pareto index estimation through a modification of
the probability weighted moment method
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Faculdade de Ciências e Tecnologia, Universidade Nova de Lisboa,
Portugal1

Centro de Matemática e Aplicações (CMA)2

E-mail address: amf@fct.unl.pt; fac@fct.unl.pt

Abstract

The Pareto distribution result from the work of the italian Vilfredo Pareto
in 1897 who noticed that the number of taxpayers with income greater than
x could be approximated by b x−a, for some positive parameters a and b.
Nowadays it has been extensively used for modelling events in fields such as
bibliometrics, demography, insurance, finance, among others. In this work, we
propose a consistent estimator for any positive shape parameter the Pareto
distribution. This objective is achieved through a modification of the proba-
bility weighted moments method. The asymptotic limit distribution for this
estimator is also derived. Finally, we compare, through a Monte Carlo sim-
ulation study, the finite sample performance of the proposed estimator, in
terms of the mean value and root mean square error, with the most usual
estimators from the literature.

Keywords: Pareto distribution, Monte Carlo method, Probability weighted
moments, Moment estimator, Maximum likelihood estimator.
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Challenges in extremal index estimation
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Abstract

The extremal index θ ∈ [0, 1] is a primary measure of extremal serial
dependence, characterizing the tendency that extremal observations tend to
occur in clusters. It has important applications in areas such as hydrology,
telecommunications, insurance, finance, and environmental studies, among
others. An adequate characterization of the extremal behaviour of a time
series in those areas is important because the human and economic impact
that those clusters can produce. Several estimators of θ have appeared in the
literature, among which we will refer to those based on the blocks method
and in the runs method. However those estimators depend on two tuning
parameters to be chosen by the statistician: a threshold sequence and a clus-
ter identification scheme parameter (such as a block length). Under certain
additional conditions we will discuss an estimator that only depends on the
block length. Those conditions and an heuristic procedure for obtaining the
estimate will be discussed.

Keywords: blocks method, clusters of extremes, extremal index, stationary
time series.

—–¯—–

Let X1, X2, ... be a strictly stationary process with marginal distribu-
tion function F and Mn = max{X1, ..., Xn}. Let be X̂1, X̂2, . . . the inde-
pendent sequence of variables with the same marginal distribution, F , and
M̂n = max{X̂1, . . . , X̂n}. Under appropriate mixing conditions, if there ex-
ists a nondegenerate limiting distribution G for the variable (M̂n − bn)/an

with some sequences of constants {an > 0} and {bn}, then the normalized
maximum (Mn − bn)/an of the dependent series also has a nondegenerate
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limit distribution G∗, and they are related to each other by G∗ = Gθ, where
θ is the extremal index ([6]). The problem of estimating the extremal in-
dex based on a finite stretch from a time series is well-known in literature,
some references are [1], [3], [4], [7] and [9], among others. The most common
methods of estimation include the blocks methods, the runs method, and the
inter-exceedance method. We focus on blocks method in order to demonstrate
the effect of the threshold un and the block size choice rn much smaller than
n in the block method estimates. The blocks estimator is defined as the re-
ciprocal of average number of exceedances of the threshold un per block,
among blocks with at least one exceedance. Assuming rn[1 − F (un)] → 0
but n[1−F (un)] →∞ as n →∞, and under certain mixing conditions, this
estimator is has been shown to be consistent and asymptotically normal, see
[5] and [8].

Under some additional conditions on the behaviour of the extremes of the
time series we will study an estimator, introduced in [2] who suggested to
define the threshold inside each block such as a previous condition is verified.
Now the estimates depend essentially on the block size rn.

Calculations in certain models and a finite-sample Monte Carlo simula-
tion study show that the procedure proposed performs quite well. An appli-
cation in the hydrological domain is shown.
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On the distribution of linear combinations of
chi-square random variables
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Abstract

The distribution of linear combinations of independent chi-square random
variables is intimately related with the distribution of quadratic forms in
normal random variables [1,6–11,13,14] and thus it also appears as the limit
distribution of quadratic forms in non-normal random variables. As such, this
distribution has been studied by many authors [2,4–15]. However, there is still
much room left for improvement, since while some simpler approximations do
not yield sufficiently good results, other approximations which show a better
performance are sometimes too complicated to be implemented in practical
terms.

In this paper the exact distribution of linear combinations of indepen-
dent chi-square random variables is obtained, for some particular cases, in a
closed finite highly manageable form, while for the general case a near-exact
approximation [3] is obtained, which is able to yield very manageable and
well-performing approximations.

Keywords: Characteristic function, Gamma distribution, Generalized inte-
ger gamma distribution, Generalized near-integer gamma distribution, Mix-
tures.

—–¯—–
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Three-dimensional velocity field for blood flow
using the power-law viscosity function

Fernando Carapau1,2 Paulo Correia1,2 and Ricardo
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Abstract

The three-dimensional model associated with blood flow in vessels with
viscosity depending on shear-rate, e.g., power-law type, is a complex model
to obtaining computational implementation, which in many important situa-
tions reveals impracticable. In order to simplify the three-dimensional model,
and as an alternative to classic one-dimensional models, we will use the
Cosserat theory related fluid dynamics to approximate the three-dimensional
velocity field, and thus obtain a one-dimensional system. Therefore, this sys-
tem consists on an ordinary or partial differential equation depending only
on time and on a single spatial variable, the flow axis. From this reduce
system, we obtain the unsteady equation for the mean pressure gradient de-
pending on the volume flow rate, Womersley number and the flow index over
a finite section of the tube geometry. Attention is focused on some numeri-
cal simulations for constant and non-constant mean pressure gradient using
a Runge-Kutta method and on the analysis of perturbed flows. In partic-
ular, given a specific data we can get information about the volume flow
rate and consequently we can illustrate the three-dimensional velocity field
on the constant circular cross-section of the tube. Moreover, we compare
the three-dimensional exact solution for steady volume flow rate with the
corresponding one-dimensional solution obtained by the Cosserat theory.

Keywords: Cosserat Theory, Blood Flow, Shear-Thinning Fluid,
One-Dimensional Model, Power-Law Model.

—–¯—–
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Water meters inaccuracies registrations: A first
approach of a portuguese case study
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Abstract

This manuscript deals with the case study – Evaluating Water Meters
Performance – as proposed by a Portuguese water utility for the 140th Eu-
ropean Study Group with Industry (ESGI140), which took place in Barreiro
School of Technology, Polytechnic Institute of Setúbal (ESTBarreiro/IPS).

The objective is to evaluate water meters performance using historical
data, knowing that, like any other mechanical device, the water meters suffer
a deterioration with time and use, losing accuracy throughout its cycle of
use. We intend to approach a problem capable of identifying anomalies on
water consumption pattern. The insight gained with this study should help
the water utility to identify malfunctioning water meters.

Keywords: arima, water comsumption modeling, water meter performance.

—–¯—–

This work starts with a description of the problem, the data provided
and some possible statistical approaches, from elementary to intermediate
level solutions. The data collected were registered in hours and in months.
Being intended it is possible to perform different analysis according with the
pretended data registration. Apart from that, for different consumers, the
company has different registered data sets, depending on the type of water
meters installed and on the period of registered time.
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Therefore, first we have analyzed graphically the comparison of the reg-
istered values of two distinct water meters (id’s 1440 and 2180) in an hourly
period of time data comparison, and subsequently, by aggregation of data,
the measurements were compared in a daily registration, see Figs. 1 and 2.
Two peaks are possible to identify in distinct time periods. These irregular-
ities are discussed and since the water meters are in a serial disposition the
measurement difference of data is used in the analysis.

Fig. 1. Water meters series for both 1440 and 2180.

Fig. 2. Water meters difference series.

Another analysis here presented is modeling of a monthly recorded data
set provided from the company named water meter 4773. The consumption
has a monthly registration, it seems important to consider external influence
factors as seasons (winter/summer) or weather variables that may influence
the customers needs. In a first approach to model our data, we intend to
apply the usual techniques in time series domain such as ARIMA approach
[1] or econometric methods [2].
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Inferences on multivariate normal covariance
matrices based on synthetic data
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Abstract

Methods of creating synthetic datasets are being used more and more
often by statistical agencies to protect the confidentiality of respondents,
while guarantying that its information is being released and that it can be
analyzed. Some of these agencies are also demanding that only one single
imputation version of the original data may be released due to high risk of
disclosure. In the literature are already available exact procedures to draw
inference for the mean of a multivariate normal model and the regression
coefficients matrix of a multivariate linear regression model, when the single
imputed data is generated via Plug-in Sampling and Posterior Predictive
Sampling. The objective of this work is to also make available inferential
procedures to test different aspects of the structure of the covariance matrix
in the referred models, such as the generalized variance and the sphericity
test. These inferential procedures will rely on deriving the distribution of
test statistics which are somewhat similar to the usual test statistics used
when one analyzes the original data. By providing procedures for the multi-
variate normal covariance matrix, one is completing the task of allowing the
general public to analyze the released data thoroughly, when in the past was
impossible, when only one synthetic version was released. Simulation studies
are carried out to show that the derived procedures perform as expected for
each one of the tests.

Keywords: Statistical Disclosure Control, Covariance Matrix, Multivariate
Normal Distribution, Multivariate Linear Regression, Single Imputation.
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Students performance and individual profile, a
generalized linear models approach
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Abstract
The Portuguese Naval Academy has a significant failure rate, losing about

half of the admitted individuals during the course. This work aims to under-
stand the causes associated to low income, through the analysis of the data
of the individuals from the application to the end of the course, in order to
identify the characteristics of individuals with greater and less likely to suc-
ceed in the Naval Academy. This work was started in [1]. In an initial stage,
some techniques of descriptive statistics of data analysis were used [4]. The
first step of this analysis, the candidates are analyzed independently, and
the admitted students and the finalists are analyzed together comparing the
variables at the beginning and at the end of the courses. Simple statistical
inference techniques were used [4], namely confidence intervals, parametric
tests, contingency tables. Here we extend such analysis using some infer-
ence techniques, namely generalized linear models [2,3]. The study evidences
greater success for individuals entering in Naval Academy with better grades
and for individuals taking notice of the application competition over the
internet.

Keywords: Indicators of academic success, academic performance, opti-
mization of Education, generalized linear models.

—–¯—–
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Hölder and Minkowski’s inequalities related with
q-integrals
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Abstract

The Jackson q-integral and the Jackson-Thomae-Nörlund q-integral are
the inverse of the Jackson’s q−operator Dq and the Hahn’s Dq,ω operator,
respectively. In [2] is presented a generalization of these operators and the
corresponding inverse operator. We show how the Hölder and Minkowski’s
inequalities related with these operators hold.

Keywords: Jackson q−integral, Jackson-Nörlund (q, ω)−integral, q-analogue
of the Lebesgue spaces, q−analogues.

—–¯—–

Let 0 < q < 1 and ω ≥ 0. The Jackson’s q−operator, Dq, is defined by

Dq[f ](x) :=
f
(
qx

)− f(x)
(q − 1)x

, x 6= 0 ,

and Dq[f ](0) := f ′(0) , while the Hahn’s Dq,ω operator is defined by

Dq,ω[f ](x) :=
f
(
qx + ω

)− f(x)
(q − 1)x + ω

, x 6= 0 ,

and Dq,ω[f ](ω0) := f ′(ω0) , where ω0 := ω/(1− q).
Under certain restrictions on the function β : I → I, (I=interval), the oper-
ator

Dβ[f ](x) :=
f
(
β(x)

)− f(x)
β(x)− x

, x 6= s0 ,

and Dβ[f ](s0) := f ′(s0) where s0 is a fixed point (unique) of the function β
in the interval I, generalizes the previous operators.
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Product formulas, generalized convolutions and
integral transforms
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Abstract

It is well-known that the ordinary convolution is closely related with
the Fourier transform. It is therefore natural to ask: for other important
integral transforms, can we define generalized convolution operators having
analogous properties? Actually, the answer depends on the existence of a
product formula for the kernel of the integral transform. In this talk, I will
describe the general connection between product formulas, generalized con-
volutions and integral transforms. I will explain the role of such generalized
convolutions in answering to a natural question in probability theory: if it
is possible to define families of Lévy-like processes which are generated by
diffusion process other than the Brownian motion. Emphasis will be given to
convolution structures related with families of orthogonal polynomials (such
as the Jacobi and the Bessel polynomials). I will report on recent progress in
constructing the product formula and convolution associated with the index
Whittaker transform.

Keywords: Generalized convolutions, Integral transforms, Lévy processes,
Product formula, Whittaker function.
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Orthogonal polynomials via polynomial mappings
and some applications
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Abstract
We consider orthogonal polynomials (OP) via polynomial mappings in

the framework of the semiclassical class. In particular, we analyze in detail
cubic transformations for semiclassical OP of class at most 2, giving new ex-
amples of semiclassical OP of class 2 and providing integral representations
for the regular functionals with respect to which these new semiclassical fam-
ilies are orthogonal. Furthermore, we derive in an unified way old and new
properties concerning the sieved ultraspherical polynomials of the first and of
the second kind, introduced by W. Al-Salam, W. R. Allaway, and R. Askey.
This allow us to derive infinitely many examples of semiclassical functionals
such that the pair of polynomials appearing in the corresponding canonical
Pearson-type distributional differential equation is non-admissible. Finally,
we present an application involving an electrostatic model. The results pre-
sented are joint work with K. Castillo and J. Petronilho.

Keywords: orthogonal polynomials, semiclassical class, electrostatic model.
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On Laguerre-Hahn orthogonal polynomials on the
real line

Maria das Neves Rebocho12

Departamento de Matemática, Univ. da Beira Interior1

CMUC, Univ. Coimbra2

E-mail address: mneves@ubi.pt

Abstract

Laguerre-Hahn orthogonal polynomials on the real line were introduced
in [2], within the framework of theory of distributions and moment function-
als, and, since then, studied by several authors within a vast list of problems,
for instance, related to Hermite-âĂŞPadé Approximation [4], measure mod-
ifications, and perturbations of orthogonal polynomials, [1,5,7].

A fundamental property of Laguerre Hahn orthogonal polynomials is the
Riccati type differential equation for the corresponding Stieltjes function,

AS′ = BS2 + CS + D , A 6= 0 , (4)

where A,B, C,D are polynomials. From (4), the Laguerre-Hahn orthogonal
polynomials are generalizations of semi-classical orthogonal polynomials, as
the later ones appear upon the specification B ≡ 0. Furthermore, upon
the bounds deg(A) ≤ 2, deg(C) = 1, we recover the classical orthogonal
polynomials - the Hermite, Laguerre and Jacobi polynomials.

In this talk I will survey some recent results on Laguerre-Hahn orthogonal
polynomials, focusing on the difference-differential equations for the systems
of polynomials and (recent) connections with discrete Painlevé equations
[3,6].

Keywords: orthogonal polynomials, Stieltjes function, discrete Painlevé equa-
tions.
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Explicit relations between cumulants and moments

Patrícia Antunes1, Sandra S. Ferreira1,2, Célia Nunes1,2,
Dário Ferreira1,2 and João T. Mexia3

Center of Mathematics and Applications, University of Beira Interior,
Covilhã, Portugal1

Department of Mathematics of University Beira Interior2

Center of Mathematics and its Applications, Faculty of Science and
Technology, New University of Lisbon, Monte da Caparica, Portugal3

E-mail address: antunes.patricia03@gmail.com; sandraf@ubi.pt;
celian@ubi.pt;dario@ubi.pt;jtm@fct.unl.pt

Abstract

This communication is dedicated to the study of higher order probability
distribution cumulants, which corresponds to sets of quantities that provide
an alternative to the distribution moments. Well known higher order cumu-
lants are variance (second order), skewness (third order), measuring asym-
metry, and kurtosis (fourth order), measuring ’peakiness’ of the probability
distribution. Of particular interest to us, is the fourth cumulant, for which
we will use two models to estimate the skewness and kurtosis coefficients.
Explicit relations between cumulants and moments are given, as well as a
numerical example.

Keywords:Central Moments, Cumulants, Cumulant Generating Function,
Kurtosis, Moments.
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On the pedagogical practices in teaching and
learning Mathematics presented in CNaPPES

Dias, C.1,2, Santos, C.1,3, Varadinov, M.3 and Romacho, J.3

CMA -Center of Mathematics and its Applications, New University of
Lisbon, Portugal1

College of Technology and Management, Polytechnical Institute of
Portalegre, Portugal2

Department of Mathematics and Physical Sciences, Polytechnical Institute
of Beja, Portugal3

E-mail address: cpsilvadias@gmail.com; carla.santos@ipbeja.pt; mjvaradi-
nov@ipportalegre.pt; jromacho@ipportalegre.pt

Abstract
The National Congress of Pedagogical Practices in Higher Education

(CNaPPES), which is held annually since 2014, is one of the rare oppor-
tunities in Portugal for exchanging experiences, discussing pedagogical prac-
tices and learning with peers among polytechnic higher education teachers
and university. Currently in its 6th edition, CNAPPES has registered an
increasing number of participants, as well as higher education institutions
represented.

Considering the need to adapt the teaching-learning processes to the chal-
lenges of 21st century society, many of the papers, presented in the different
editions of the CNaPPES, reflect a growing concern with the diversification
and innovation of pedagogical practices in higher education.

In this article we identify the pedagogical practices proposed in CNaPPES,
for teaching and learning Mathematics, which gave rise to works published
in the conference proceeding books, classifying these pedagogical practices
by area, provenance and type, and reflecting on the success achieved by them
and their transferability to other contexts.

Keywords: CNaPPES, Higher education, Mathematics, Pedagogical prac-
tices.
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How is the employment situation of mathematics
teachers?

Rosa Gómez, Ana Caballero and Eloísa Guerrero

University of Extremadura
Faculty of Education

E-mail address: rosagomez@unex.es; acabcar@unex.es; eloisa@unex.es

Abstract

This paper presents a part of the results obtained in a broader study on
sources of stress and emotions in high school math teachers. It carried out an
investigation with 253 teachers of mathematics, who worked in public centers,
private and concerted in the province of Badajoz (Extremadura, Spain). The
instrument used was a self-elaboration questionnaire, which underwent a
validation process (Cronbach coefficient =. 95; coefficient of Sperman Brown.
89), from which we obtained the 9 factors that make up our questionnaire.
This instrument is composed of 66 items and measures, through a scale type
Likert, the level of stress that gives teachers the various situations that are
proposed, but only in the event that they actually manifest in their day to
day work. On the other hand, teachers also had to indicate whether these
situations produced joy, sadness, anger or Fear (Ekman, 1992) or, if on the
contrary did not produce any emotion. In this work we will show the results
that describe the real situation of the teachers of secondary mathematics.
Some of the results obtained are that 97.6% of teachers say that there is a
low social recognition of teaching; 99.63% of students ’ assessments are low;
A 99.26% is faced with a lack of interest and motivation of students; 94.38%
say that their students have difficulty understanding mathematical content
and 79.7% cannot transfer mathematical contents to real life. It will also
show what are the main sources of stress of the teachers of the sample and
what emotions are those that manifest to these. Based on the results obtained
in this study, we believe it is necessary to develop specific programmes for
the prevention and control of the stress of teachers, as well as to adjust the
initial and permanent teacher training, in order to prepare it for the Context
in which it will develop and optimize the teaching and learning process of
mathematics.



70 Organized Session 6

Keywords: stress, emotions, teachers, mathematics, teaching.

Acknowledgements
This work is inserted in the research carried out under the research project "elabo-

ration of reflective instruments of intervention in the initial and permanent formation of
the teachers of mathematics in primary and secondary school" (PRI08B034), approved in
the III Regional Plan for research, Development and innovation (2009-11), and granted
by the Junta de Extremadura and the European Social Fund.

Junta de Extremadura

References

[1]Ekman, P. (1992). An argument for basic emotion. Cognition and emotion, 6, 169–200.



Organized Session 6 71

Interpretation and communication of statistical
data in primary education

Luis Maya and Ana Caballero

University of Extremadura
Faculty of Education

E-mail address: malloso@hotmail.com; acabcar@unex.es

Abstract

The mathematical research about statistics has grown up in the last
years. Besides, the majority of the current researches related to statistics
are being assigned to the training of teachers, also to the students that are
in Secondary Education. The curriculum in Primary Education, in the con-
tents block of statistics and probability, gives more importance to the com-
prehensive and communication aspect of statistic data about the students’
surroundings. This article analysis the situation about how we are using the
communicational and interpretative variable in the classes in Primary.

The situation about statistical communication in Primary Education is
having real problems because of the great differences between the curriculum
design, the teaching activity, and what books offer; this tenacious idea in
Spain is also noticed in many other countries. Besides, the international
proofs support that the statical development is getting increasingly more
necessary and due to this fact, they settle the guidelines of the future statical
work.

Keywords: basic statistic, statistical communication, statistical basic lan-
guage.

References

[1]Ainley, J., Monteiro, C. (2008). Comparing curricular approaches for statistics in pri-
mary school in England and Brazil: A focus on graphing. In C.Batanero, G. Burril,
C.Reading, and A. Rossman (Eds). Joint ICMI/IASE Study: Teaching Statistic in
School Mathematics. Challenges for Reaching and Teacher Education.

[2]Mullis, I., Martin, M. (Eds) (2018). TIMSS 2019. Marcos de la Evaluación (S. Montoya
y J. Rodríguez, Trans). Instituto Nacional de Evaluación Educativa, Ministerio de
Educación y Formación Profesional. NIPO línea 030-18-150-06



72 Organized Session 6

The use of computers in Mathematics classes of
secondary education

Adelaide Proença1,2, Luis Manuel Casas García3,4 and Ana
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School of Education and Social Sciences, Polytechnic Institute of
Portalegre, Portugal1
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Abstract

The research question "How do secondary education Mathematics teach-
ers integrate technology, in particular the computer, into their teaching prac-
tices, in Portugal?" points out the problem studied in this communication:
The interest in this issue focuses on the role that the potentials of tech-
nology, especially the computer, can have in the development of innovative
and effective teaching practices that allow the student to actively acquire
skills, learning how to question, make and test conjectures, discover, argue
and reason about different abstract concepts, relating them to the physical
and social reality. (Miranda, 2007; Ricoy & Couto, 2012). Generally, this
study intends, on the one hand, to characterise the situation regarding the
integration of the computer in Mathematics secondary education classrooms
(Mathematics A, Mathematics B and Mathematics Applied to Social Sci-
ences), on the other hand, to identify factors that can influence the teaching
practices of the teachers using this technological tool (Barrantes, Casas &
Luengo, 2011; Ross, Morrison & Lowther, 2010).

In methodological terms, the study followed a mixed approach, with
a strong quantitative perspective, using a non-experimental or descriptive
cross-sectional plan. The data collection process was carried out through
a questionnaire, sent online, to all School Clusters/Schools in the country
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where there were teachers who taught Mathematics’ subjects in secondary
education, in the academic year 2015/2016. The questionnaire consists of
five parts, comprising 31 questions (closed, open and semi-open questions).

Keywords: Teaching practices, Mathematics, Computer.

Some results
119 teachers voluntarily answered the questionnaire. The first results in-

dicate that the computer is not yet fully integrated in Mathematics’ classes,
in secondary education. Its use by teachers stands out more in the accom-
plishment of certain professional tasks such as lesson planning, construction
of teaching materials, preparation of worksheets and evaluation tests than
specifically in the accomplishment of teaching activities with students.

Of all Mathematics’ themes taught in secondary education, the study of
functions and geometry are those in which teachers most frequently use the
computer. In Statistics, the themes with the highest levels of computer use
are linear correlation and regression and data organization. The aspects that
teachers consider most important in relation to the role that the computer
can have in Mathematics’ subjects are related to the possibility of accessing
more information, working with large data sets, working with real data and
simulating phenomena and experiences.

When asked about the conditions they consider relevant for an effective
use of the computer in the classroom, a significant percentage of teachers
identify aspects related to the equipment available in the school where they
teach and also curriculum aspects related to the subjects’ programs, namely
the fact that programs are too long and the contents are not suitable for an
effective use of the computer.
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Income, consumption and saving of Portuguese
households in numbers
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Abstract

In this work the income, consumption and saving of Portuguese house-
holds during the last two decades (1995 to 2015) are analyzed. Through the
use of PORDATA portal data different variables are used for each of the
three aggregates.

The results show that the majority of households live with a low income
(below e 10,000 per year), which justifies the great inequality in the distri-
bution of income in Portuguese households (in 2015, the richest households
earn six times more than the poor) and the high risk of poverty (almost
50%). This latter indicator is only attenuated to 20% due to the important
role of Social Security and other social support institutions.

It is also verified that more than 50% of households consumption is con-
centrated in three sectors: Food, beverages and tobacco; Housing, water,
electricity, gas and fuels; and, Transport and communications

Finally, the results show that the saving rate has been decreasing in the
last two decades, standing at 5% of disposable income in 2015. Although this
decrease in saving in relative terms, it shows an increase in absolute terms
of the amount invested in term deposits from 2006. This is a reflection of a
concern of the households to safeguard the future in a period of economic
difficulties that the country faced.

Keywords: Portuguese households, Income, Consumption, Saving.
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Reading and understanding of statistical graphs in
secondary students of Badajoz

Ruiz, J.

University of Extremadura

E-mail address: ruizruizjoseisrael@gmail.com

Abstract

The ability to interpret the information represented in graphs is a key task
within Statistical Education. This study presents different levels of reading
and comprehension of statistical graphs obtained by 52 students of a private
school of Compulsory Secondary Education, who answered a questionnaire.
In addition, it was analyzed whether there were significant differences with
respect to the level of reading and comprehension achieved by the students
according to the variables sex and the course. Also, if there was any correla-
tion between the level of reading and comprehension and the variables age
and academic achievement in Mathematics.

Keywords: Statistical Education, Reading and Understanding of Graphs,
Secondary Students, Reading and Understanding Levels.
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Assessing higher education students’ ability to read
and interpret statistical tables and graphs
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Abstract

From the very beginning of human history Mathematics has played a
crucial role in responding to the needs of humanity, contributing decisively
to the amazing evolution that has led to today’s society.

In the 21st century society, science and technology evolution has made
statistical data an important asset in decision-making and a key source for
knowledge. In an increasingly data-driven world new skills became funda-
mental to all citizens, leading to an evolution of the concept of literacy that
underline the skills needed to access, process and communicate information,
highlighting the relevance of quantitative and statistical skills.

Nowadays, much of the information that we deal with appears as data ex-
pressed in tables and graphs, reason why it is mandatory to have the capacity
of critical evaluation, decoding, understanding and use this information.

In Portugal, Statistics education begins during the early years of school-
ing, however, there are many students who do not acquire the basic skills of
Statistics, reaching higher education with difficulties in key aspects, such as
reading and interpreting statistical information in tables and graphs.

Based on an activity developed in the classroom, we reflect on the difficul-
ties that a sample of students, from polytechnic higher education, presents
in the interpretation of statistical graphs and tables similar to those used
in technical-scientific reports or those that can be found every day in the
media. The activity was structured considering the aspects that, in the lit-
erature, are identified as influencing the understanding of tables and graphs
with statistical information.
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Faculty of Education

Grupo de Investigación Ciberdidact

E-mail address: luismanuel@unex.es; rluengo@unex.es; jltc@unex.es;
acabcar@unex.es

Abstract

This study presents an educational intervention initiative based on the
importance that videogames can have as a teaching method, used responsi-
bly. For this study, we are going to focus on the use of a videogame created
by us, to teach mathematical contents in a playful and motivating way.

We used a specific software to develop the videogame, where the char-
acters, scenarios and dialogues were designed, to allow the student to enter
into a fantastic world in which they will learn and have fun.

The purpose of the videogame is to teach certain mathematical concepts
such as area, length, surfaces, etc., taking advantages of the benefits that
these games give to the children. This constructivist methodology helps the
student learning mathematics by himself, using videogames. Another of our
objectives is checking if when the students use the videogame, they get better
results than those who do not use it.

We got a sample composed of 50 students of primary education. The
sample was divided into two similar groups: a control group, in which the
concepts was taught in a traditional way, and an experimental group, in
which the concepts mathematics was taught with our videogame. These two
groups will allow us to evaluate and compare the results obtained by children
using a traditional methodology and the innovative methodology based of
the use of the videogames.

In relation to the results that will be obtained in the study, they will allow
teachers new teaching alternatives based on new technologies, updating their
way of teaching and adapting it to the requirements of students and the new
technological and social demands.
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Keywords: Videogames, learning, teaching mathematics, learning with
videogames, mathematics.
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Application of SLP methodology in a factory of
aluminium Doors and medium density fiber plates

aided by multicriteria decision analysis
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Abstract

The use of the correct physical arrangement for a factory helps to develop
the flow of material and information, creating several benefits for the com-
pany. This article proposes the best structural design based on the method of
Systematic Layout Planning (SLP) in an aluminium and MDF door factory
and proposes the use of multicriteria decision support tools in systematic
layout planning, refining the selection phase of the SLP method. From the
results obtained with the research, it was necessary to eliminate accumulated
solid waste, reallocation of machinery and stock.

Keywords: Layout, SLP, Optimization, Production, Aluminium.

Some results
The presented layout may not be the best or the most suitable, however,

it shows significant improvements compared to the current one, especially
when compared to the implementation cost.
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Monte Carlo solution of boundary value problem
for semilinear isotropic diffusion equation

A.S. Rasulov and M.T. Bakoev

University of World Economy and Diplomacy

E-mail address: arasulov@uwed.uz; mbakoev@uwed.uz

Abstract

In the present work a mixed boundary value problem (BVR) for nonlinear
isotropic diffusion equation is considered. Assuming the existence of solution
BVR obtained a probabilistic representation of the solution as a mathemat-
ical expectation of some random variable. In accordance with a probabilis-
tic representation on the trajectories of the branching random process were
constructed unbiased estimator of the solution. An unbiased estimator of the
solution has finite variance, based on the trajectories of a branching process
with a finite average number of branching and easily simulated.

Keywords: Isotropic diffusion equation, statistical modeling, unbiased esti-
mators, mean value theorem,branching Markov process.

—–¯—–

The mean value theorem for the Laplace equation plays an important role
in the theory of harmonic functions. It is well known, the popular algorithm
in Monte Carlo is the "random walk on spheres" for solving the Dirich-
let problem for an elliptic equation with given conditions on the boundary.
The basis of the "random walk on spheres" method is a mean value theo-
rem. This type of theorem is less known for parabolic type operators. For
parabolic equations in general, the work of Pini [1] was the first to pub-
lish such a theorem.The Kernel in such a parabolic mean value theorem is
normally singular in time. From possible mean value theorems, which are
known for solving some classes of parabolic equations, we will give one of
them. The application of this theorem will be given in the work. With the
purpose of further application, we present mean value theorem with a posi-
tive and bounded kernel in the domain of integration.We will not study the
properties of the above mean value formula. The only important fact is that
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the constructed integral equation allows us to construct Monte Carlo algo-
rithms for the solution of BVP , with the integral operators being connected
with jump Markov processes.

The analog of the "random walk on the spheres" for the heat equa-
tion was considered in the work of Haji-Sheik and Sparrow [2]. Assuming
that a solution of considered BVP exists using known methods [3] of sta-
tistical simulation we propose a new method to construct unbiased estima-
tors for solving boundary value problem at an arbitrary point (x0, t0) ∈
considereddomainQ. Furthermore, in each specific case we can derive a cor-
responding mean value formula. The methods of simulating the branching
Markov processes are given in [4] . On trajectories of these processes we con-
structed unbiased estimators for solving some nonlinear BVP problems.The
obtained results can be used for further studying and constructing Monte
Carlo algorithms for the solution more general diffusion BVP with poly-
nomial nonlinearities. In the future we want to apply these results for the
solution to the practical physic problems. The results obtained in this work
were used in solving some model problems.
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Estimation of foreseeable and unforeseeable risks in
motor insurance
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Abstract

This project works with the risk model introduced by [3] and quests
modeling, estimating and pricing insurance for risks brought in by inno-
vative technologies, or some other emerging risks. The model considers to-
gether two diferent risks streams that arise together, however not clearly
separated or observed. Specifically, we consider a risk surplus process where
premiums are adjusted according to past claim frequencies, like in a Bonus-
Malus (BM) system in motor insurance, where we consider a classical or
historical risk stream and an unforeseeable risk one. Particularly, this latter
stream represent unknown risks which can be of high uncertainty that, when
pricing insurance (ratemaking and experience rating), suggest a sensitive
premium adjustment strategy. When a claim arrives, it is not clear for the
Actuary to observe which claim comes from one or the other stream, when
modelling such risks it is of utmost importance to figure out the nature of
both the probability of the occurrence of such claims and its amount. Sub-
sequently, premium calculation must be estimated and fairily reflect these
two risk streams. This is not an easy task. We propose here an estimation
procedure for the distributions of the claim counts and the corresponding
severities for both streams of risks, as well as the premium to be charged.
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We assume a Bayesian approach as used in credibility theory for premium
calculation/estimation.

The model starts assuming a sum of two mixed counting processes, one
representing the historical risk stream and the other the unforeseeable risk
one. Concerning the first process the randomized intensity parameter, say
Λ(1), has a classical behaviour, it is positive, whereas in the second process,
with corresponding parameter Λ(2), we set a positive probability of Λ(2) being
zero.

Keywords: bonus-malus; credibility theory; foreseeable and unforeseeable
risks; mixed Poisson processes; ratemaking and experience rating.

—–¯—–

Modelling two different streams of risks for the same portfolio can be
done exclusively either on the claim count process like [1] and [3] tried, or in
the claim severity or on both. Here, we must consider a dependence between
the claim counts process, {N(t) = N(t)(1) + N(t)(2), t ≥ 0}, and sequence of
individual severities, say {Yj}∞j=1, separated into two different sequences. The
introduction of the severity consideration means that the different streams
may also bring different severity behaviour. This is not dealt by previous
authors. We start dealing with the claim frequency component only, after
that we deal with the claim severity behaviours, considering that the severity
may bring some information on the stream origin.

We calculate Bayesian and credibility premia. Parameter estimation is
not straightforward, we use the Expectation-Maximisation (EM) algorithm.
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Mixed effects ANOVA with random sample sizes

Anacleto Mário1, Célia Nunes1,2, Dário Ferreira1,2, Sandra S.
Ferreira1,2 and João T. Mexia3
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Abstract

In this work we aim to present a new approach considering orthogonal
mixed models, under situations of stability, when the samples dimensions are
not known in advance. We will assume that the occurrences of observations
correspond to counting processes, which lead us to consider the sample sizes
as realizations of independent random variables with Poisson distribution.
The applicability of the proposed approach is illustrated through an applica-
tion considering the incidence of unemployed persons in the European Union.
The interest of this approach lies in avoiding false rejections obtained when
using the classical ANOVA.

Keywords: mixed models, random sample sizes, stability situations, count-
ing processes, unemployment in European Union.
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Structural Equation Modelling with missing data -
application to PISA 12 data
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Universidade Aberta1
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Abstract

Structural Equation Modelling (SEM) is a collection of multivariate sta-
tistical techniques, which, in most cases, are used to formulate, adjust, and
test a wide variety of models.

Solving complex problems requires the ability to examine multiple influ-
ences and multiple responses simultaneously. Given the flexibility and com-
prehensiveness of SEM applications, this methodology provides a means to
develop and evaluate ideas about complex multivariate relationships which
makes it capable of responding to problems and challenges of both Social
and Human Sciences and Natural Sciences.

A common problem in SEM concerns the frequent existence of missing
data, a problem that is transversal to all types of data analysis. Omitting
data can reduce the statistical power of a study and produce biased estimates,
leading to invalid conclusions. SEM is not immune to these problems either.

In this work, we will present the theoretical framework of SEM with
missing data, namely the mechanisms that lead to this type of data and the
procedures to handle with them in the context of the methodology. Special
attention will be given to the resources available in the R software to han-
dle with missing data, specifically for SEM analysis. For this purpose, we
will present an application to data of PISA 2012, concerning the literacy in
Mathematics of Portuguese young people.

Keywords: Structural Equation Modelling, Missing data, SEM package of
R, PISA 2012.
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Efficient approximate sampling from k-DPP for
large graphs

Diala Wehbe1,2 and Nicolas Wicker1

University of Lille1/ Paul Painlevé Laboratory
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Applications2

E-mail address: diala.wehbe@net.usj.edu.lb

Abstract

Recently, the amount of graph-structured data available has been increas-
ing rapidly. While the graph might contain similar nodes, our goal is to find a
diverse subset of nodes which authorizes getting an outline of different types
of information related to the ground set. The aim of this work is to sample a
set of nodes from a large graph with accordance to fixed-size determinantal
point processes. A polynomial bound on the mixing time for Markov chain
sampling from a determinantal point process with fixed cardinality is given
under certain conditions on the eigenvalues of the Laplacian matrix.

Keywords: determinantal point process, Laplacian kernel, Markov chain,
Metropolis-Hastings, mixing time.

—–¯—–

A k-Determinantal Point Processes denoted k-DPPs which conditions a
standard DPP on the event that the modeled set is of fixed size is defined by
a kernel L, basically a symmetric and positive semidefinite matrix [2]. In this
work, a clarification of how k-DPP offer a powerful approach to modeling
diversity is stated by finding interesting nodes in connected graphs where
the goal is to select a diverse set of relevant nodes according to the users
query.
The most important step in this sampling method is constructing a Markov
chain whose stationary distribution is the k-DPP. The aim behind this ap-
proach is to suggest a new configuration by choosing two elements: one to
remove from the set of size k and another to add. Based on the main the-
orem of Anari et al. [1], choosing the Moore-Penrose pseudo-inverse of the
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normalized Laplacian matrix as the kernel will be the right tool utilized to
generate an approximate sample from k-DPP.

The following results provide a fast mixing sampler for k-DPP, for which
polynomial bounds on the mixing time are presented:

For any ε > 0, if λ2(LG) − 1√
dmin

> dmax
m then the Markov chain described

above generates ε-approximate sample of k-DPP in time

τε ≤ 2k2n · log

[
2nm

dminε
1
k

]
,

where λ2(LG) is the second smallest eigenvalue of the normalized Laplacian,
dmin = min

i
di, dmax = max

i
di, m is the number of edges of the graph G and

n the number of nodes.

It is shown that the results provide a fast mixing sampler for k-DPP, for
which polynomial bounds on the mixing time are presented if for all n ≥ 0,

Bn

Cn
−→ 0 and λ2(LG)− 1√

dmin
>

dmax

m
,

with

Bn = 2

√
dn

2m

(
1 +

1
dmin

)
and Cn = λ2(LG)− 1√

dmin
+ 2

dn

m
.

Intuitively, these conditions are satisfied if λ2(LG) is large compared to dmax
m .

Finally, the resulting mixing time depends on whether the graph bottleneck
is large or narrow. The larger the better for the convergence.
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Analysis of the Skewness and Kurtosis for the
Product of Two Normally Distributed Variables
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Abstract

The analysis of the product of two normally distributed variables does not
seem to follow any known distribution that can be applied in a generalised
manner to the different situations that may occur. From the first approach
to the problem [1], until the most recent studies ([2],[3]), the shape of the
product is an open problem. Some advances are reported during these years:
first difference occurs between whether or not both variables are correlated;
the second one would be if both normal distributions are the same or differ-
ent. Depending on these circumstances we will have different situations that
can be modelled using different strategies. Under some circumstances, we
can represent the product using a function (Bessel Function, Pearson Type
III function, ...), other cases are modelling using a normal distribution, or a
skew-normal distribution.

Although the PDF of the product can not be calculated could be repre-
sented as a difference between two integrals, but solution of these integrals
requires of numerical algorithms [6]. Fortunately, the moment-generating
function is available and could be used to calculate the statistics of the dis-
tribution of the product: mean, variance, skewness and kurtosis. The study
of these stastistics was considered in [4] where the evolution of mean and
variance is considered a function of the values of the mean and variance of
the two normal distributions considered in the product. More recently ([5])
the influence of these parameters into skewness of the product is analysed.

In this work, we considered the role that the parameters of the two normal
distributions (mean and variance) have into the evolution of the skewness and
kurtosis of the product. The paper consider a first approach when there is no
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correlation between the two elements of the product. Next approach consider
the existence of correlation and its influence on skewness and kurtosis. Range
for kurtosis and skewness are defined. Determination of the evolution of
skewness and kurtosis of the product could be used to establish the normality
of the product and the best approach to it.

Keywords: Skewness, Kurtosis, Product of Normal Variables, Skewnormal
Distribution, Normal Approach.

—–¯—–
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Abstract

In this work we propose a new class of consistent semi-parametric tail
index estimators for light-tailed models, i.e., models with a negative extreme
value index. Light-tailed models are very common in practice, in areas such
as environment and hydrology, among others. The extreme value index is the
primary parameter in statistics of extremes and in a semi- parametric context
the classical estimators depend upon an integer tuning parameter k, related
to the number of upper order statistics used in the estimation. The new class
of estimators is also dependent on another real tuning parameter, θ, that
properly chosen leads us to an estimator with null second-order component
of asymptotic bias for a large variety of models. In this work we address the
adaptive choice of the tuning parameters, (k, θ), under play providing an
algorithm based on a combination of a bootstrap and a data-driven heuristic
criterion. Applications to simulated data sets are also provided.

Keywords: extreme value index; semi-parametric estimation; generalized
Hill estimator; bootstrap.
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Abstract

For a time series {y1, · · · , yn}, is assumed that a structural change exists
at a unknown time if {y1, · · · , yt} differ from {yt+1, · · · , yn}, in its trend
behavior. In order to develop an improved methodology to forecast in this
context, a combined procedure is proposed, and a first study is presented.
The starting phase is the estimation and removing of the seasonality using
the Seasonal-Trend decomposition by Loess (STL) [1]. The selection of the
best STL fit was performed by the algorithm stl.fit() developed by [2], which
runs all the possible combinations of the smoothing parameters and in the
end, finds the optimal combination of parameters which minimized an accu-
racy measure. Moreover, the detetion of a structural break in the seasonally
adjusted time series is performed by the package strucchange [3] in R [4]. If
the trend after the breakpoint shows a persistence of magnitude significantly
different from the previous period, the subset until the first breaking point is
partially or totaly discarded and forecasting is performed over the remaining
observations of the time series. The performance of the approach is evaluated
by comparing the forecasts from the original and the fitted time series and
using several real time series.

Keywords: time series, Seasonal-Trend decomposition by Loess, breaking
points, forecast.
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Abstract

The aim of this work is to present and study an optimal control problem
for a non-autonomous SIR (susceptible-infected-recovered) epidemic model
for the propagation of the Ebola virus. The controls of the epidemic model
mean vaccination, information campaigns of the susceptible individuals and
the treatment of infectious elements of the population. Numerical simulation
is provided to validate the model.

Keywords:Mathematical Biology, Optimal Control, Numerical Simulation,
Epidemic model, Ebola outbreak.

Acknowledgements

Paulo Rebelo and César M. Silva wish to thank Centro de Matemática e Aplicações from
UBI (by FCT through CMA-UBI project UID/MAT/00212/2013) and Silvério Rosa wish
to thank Instituto de Telecomunicações, UBI (by FCT through IT project
UID/EEA/50008/2013).

References

[1]Yoshida, N., Hara, T. (2007), Global stability of a delayed SIR epidemic model with
density dependent birth and death rates, J. Comput. Appl. Math. 201, 339− 347.

[2]Zaman, Gul, Han Kang, Yong and Hyo Jung, Il, (2009), Optimal treatment of an SIR
epidemic model with time delay, BioSystems 98, 43− 50.

[3]Rosa, S., Rebelo, P., Silva, C.M., Alves, H. and Carvalho, P.G., (2018) Optimal con-
trol of the customer dynamics based on marketing policy, Applied Mathematics and
Computation, v. 330, pp. 42− 55.

[4]Mateus, J. P., Rebelo, P., Rosa, S., Silva, C.M. and Torres, D.F.M., (2018) Optimal
control of non-autonomous SEIRS models with vaccination and treatment, Discrete
and Continuous Dynamical Systems - Series S, Volume 11, Number 6, December.



Contributed Talks 105

Multinomial regression models to estimate the risk
of diabetes and hypertension in Pima Indian

Women

Pereira J.A.1, Pereira A.L.2 and Oliveira T.2

University of Porto1

University Aberta2

E-mail address: jpereira@fmd.up.pt

Abstract
The obesity defined as an excess of body fat is usually assessed, by approximation, with

the body mass index with values over 30Kg/m2. Obesity is strongly associated with serious
health issues that are potentially life threatening, including type II diabetes mellitus and
hypertension and these relationships are well established [1].

The diabetes mellitus is a metabolic disorder characterized by persistent hyperglycemia
and is the most common form of diabetes, affecting 85− 90% of all people with diabetes.
This condition results from insulin resistance, which results from a combination of factors,
among the most relevant are family history, obesity, advanced age, ethnicity [2].

The hypertension, defined by persistently elevated blood pressure in the arteries, is
usually asymptomatic. However is a major risk factor for several severe heart conditions,
vision loss, chronic kidney disease, and dementia. The some of the main risk factors are
age, ethnicity, and Being overweight or obese [2].

The population of Pima Indians from Arizona currently have the highest prevalence
of diabetes and obesity in the United States, with more than 50% of adults over 35 being
type 2 diabetic, therefore one of the most studied and with abundant data available [3].

The objective of this work is to evaluate the relationships between obesity and age
with hypertension, and obesity and age with type 2 diabetes.

The data used is the Pima Indians Diabetes Database [4] of women available online
on data.world.

To accomplish our aims multinomial logistic regression and binomial models were
fitted to the data in R environment, the p-values for the regression coefficients were com-
puted using Wald tests. The packages used were "foreign", "nnet", "ggplot2", "aod", and
"reshape2".

The results showed that, the probability of prehypertension increase with age for
the three considered ponderal conditions (normoponderal, overweight and obesity) being
higher in obese individuals and evolving similarly in the normoponderal and overweight in-
dividuals. Regarding the evolution of the probability of diabetes considering the age, those
of overweight and obese behaved differently from normoponderal being the probabilities
of the obese larger.

We conclude that in the Pima women the risk of hypertension and diabetes increase
with age and differ among ponderal states.

Keywords: Ponderal condition, Blood pressure, Diabetes, Multinomial regression, Pima
Indians.
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Abstract
With the increasing competitiveness of the health fitness industry, implementing

strategies and tactics to prevent the loss of customers is highly important, particularly
because the acquisition of new customers entails high costs for companies. Their reten-
tion and loyalty may be vital in the medium- to long-term financial health of a company.
It is important for marketing planners to develop initial strategies to attract customers
and engage them to patronize the products in the long run. The customer can only be
motivated to enter into such a contract if attractive incentives are available.

In this work, in the context of a Portuguese health fitness company, we intend to ana-
lyze customers’ behaviour-customer retention and customer lifecycle management-namely
through the understanding of customer retention, which is the most important key perfor-
mance indicator (KPI) in this industry; learning from customer cancellations; discovering
how to prevent customer cancellations by improving customer touch points; exploring
the importance of the first 30 days of customer retention; and learning about customer
retention as a team effort, but especially as a fitness team effort. We develop statisti-
cal methodologies within the context of generalized linear models and survival analysis
to predict and forecast customer retention-the customer is continuing (or active) or non-
continuing (historic)-in a health fitness company comprising nine clubs, in the registration
period from January 2013 to December 2015. The data were collected on February 1, 2018.

Keywords: Health Fitness Industry, Customer Lifecycle, Retention, Linear Models, Gen-
eralized Linear Models, Survival Analysis.
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Abstract
This study deals with forecasting economic time series that have strong trend and

seasonal patterns. How to best model and forecast these patterns has been a long-standing
issue of time series analysis. In this work, we propose different approaches to time series
forecasting by combining different models in order to increase the chance of capturing
different patterns in the data and thus improve forecasting performance. Therefore, the
main propose of this study is to compare the accuracy of the SARIMA models and their
extensions, the classical decomposition time series associated with multiple regression
models, and Holt-Winters models. These methods are chosen because of their ability to
model trend and seasonal fluctuations present in economic data.

Models are fitted to time series of retail sales (retail time series in the Eurostat retail
databases). Finally, a comparison is made and discussed.

Keywords: Forecast Accuracy, Time Series Models, SARIMA Models, Multiple Regres-
sion Models, Holt-Winters Models, Retail Sales.
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Abstract
Imposing a commutativity condition on models with orthogonal block structure we

obtain a special class of linear mixed models, named COBS (models with orthogonal block
structure) where the least squares estimators, LSE, for estimable vectors are uniformly
best linear unbiased estimators, UBLUE.

Considering n initial COBS with segregation and matching, resorting to the algebraic
structure of the models and the Cartesian product, through joining we get models, consist-
ing in the overlap of the observations of the initial models, that retain these characteristics.

Keywords: Commutativity, Matching, Models joining, Mixed models, Segregation.
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Abstract
Degree-one models can be applied to cross products matrices and Hilbert-Schmidt

scalar products matrices. The latter have an important role in the first stage (inter-
structure) of STATIS methodology, while the former matrices (in particular the AAt

and AtA cross products, which have the same non-null eigenvalues) have an important
role in inference. The case of rank one is interesting since the first eigenvector of matrix
XXt may be used to describe the behavior of the variables corresponding to the columns
of X. We now consider the estimators of the pair (λ, α) and testing that the mean matrix
as rank one. We apply our results to cross product matrices AAt, given an numerical
example.

Keywords: Eigenvalues, Mean matrix, Inference; Acceptance regions, Simulation.
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Abstract
The Taguchi method was originally developed for applications in the field of quality

engineering, having acquired many enthusiasts due to the improvements introduced in
this area [3]. This method is also popular in design of experiments in many other areas,
as we can see in [2], [4] and [5]. Many experimenters use orthogonal matrices developed
by Taguchi in design of experiments. The orthogonal matrices defined by Taguchi allow
to save time and costs because they considerably reduce the number of treatments used
in the planning of experiments.
In this work, we intend to expose the Taguchi method in a simplified way, presenting its
main guidelines, with an approach to fractional factorial plans.

Keywords: Taguchi Method’s, Orthogonal Matrix, Design of Experiments, Fractional
Factorial Plans.
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Abstract
The number of workers under psychosocial risks has been increasing worldwide, which

has negative consequences on workers’ health and wellbeing, in their organizations and
in economies in general. For the workers, the psychosocial risks can be translated into
emotional, behavioural and/or physical symptoms, such as stress, sleep disorders, alcohol
and drug abuse, migraine, depression, conflicts, burnout, aggression, harassment, suicide,
etc. To evaluate these impacts in workers from a Portuguese services institution, a survey
was conducted applying an adapted version of the international validated Copenhagen
Psychosocial Questionnaire (COPSOQ), with variables expressed in a Likert-type scale.
Although the sociodemographic variables that characterize the workers (such as gender,
age and educational stage) were not available, a theoretical Structural Equation Model
(SEM) was proposed for the burnout syndrome. The estimated model was obtained using
the Partial Least Squares (PLS) approach and a nonparametric bootstrap procedure was
also used to assess the statistical significance of the estimated path coefficients with PLS-
SEM. The latent construct ’quantitative demands’ has a direct effect on both ’stress’ and
’work-family conflict’ and an indirect effect on ’burnout’, through these constructs, which
also have a direct effect on ’burnout’. These results were considered of great importance
for the occupational health specialists, who champion the protection of workers’ health,
avoiding bad work atmosphere, poor social relationships and absenteeism, since these entail
huge costs, in terms of human suffering as well as a decline in economic performance.

Keywords: Burnout, Stress, SmartPLS, Survey, Work-family conflict.
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