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The goal of this paper is to study the behavior of consumers, dealers, and manufacturers in the car sector and present an approach that can be used by managers and policy makers to investigate the impact of significant demand shocks on profits, prices, and dealer networks. More specifically, we investigate consumer demand, substitution patterns, and price decisions across different cars and dealer locations to identify dealerships with low margins or high fixed costs and measure the value of closing down dealerships for manufacturers. We apply our model empirically to the San Diego area using a transactional data set with information about the locations of dealers and consumers, as well as manufacturer and retail prices. We find strong consumer disutility for travel and find that dealers have local demand areas that are shared with a small set of competitors. We show that a reduction of market demand by 30% over two years, similar to the economic crisis of 2008–2009, results in an annual drop in prices of approximately 11%. We discuss this price drop in the context of the 2009 federal policy measure known as the Car Allowance Rebate System program. We compare predictions and actual dealership closings in the General Motors and Chrysler dealer networks as an application of our approach.
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1. Introduction

In 2009 and the first half of 2010, the car industry suffered a significant decline in demand as a result of the economic crisis that started in October 2008. The increase in the price of gas, combined with the real estate and financial crises, lowered the yearly number of vehicles sold from the usual number of 16.5 million in 2007 to a projected number of about 12 million in 2009 (General Motors Corporation 2008). Because of the decline in demand, several companies, including General Motors (GM) and Chrysler, found themselves in a dire situation, with a significant number of unprofitable dealerships. To respond to the crisis, one of the proposed actions taken by car manufacturers was to announce a reduction in the size of dealer networks. An excessively large network of dealers imposes significant costs to the manufacturer, including distribution costs, marketing, and quality control. It can also have a negative impact on the demand for the manufacturer’s brand. For example, if sales are too infrequent, a dealership owner does not have the resources to reinvest in the dealership, and the manufacturer loses potential buyers who see old-fashioned and poorly maintained showrooms. Additionally, having too many car dealerships of the same manufacturer in a geographic region leads to high competition intensity, which may result in lower margins for both dealers and manufacturers. To reduce the negative impact from having too many dealerships, car companies have the option to close the less profitable dealers in their networks. For example, GM plans to consolidate its dealer network, reducing the number of dealers from 6,450 in 2008 to 4,700 in 2012 (General Motors Corporation 2008).

In this context, the goal of this paper is to study the behavior of consumers, dealers, and manufacturers in the car sector and to present an approach that can be used by managers and policy makers to investigate the impact of significant demand shocks on industry profits, prices, and market structure. More specifically,
in the context of dealer network reductions, we investigate consumer demand, substitution patterns, and firm price decisions across different cars and different dealer locations to provide guidance on closing down dealerships for manufacturers while taking into account margin adjustments and spatial substitution.

We start by studying demand in the automobile industry, which has been the focus of several studies in recent years, both in economics and in marketing. This literature has covered a variety of themes, such as the analysis of demand and supply in the auto industry (Berry et al. 1995, 2004; Sudhir 2001), the influence of the Internet on prices (e.g., Zettelmeyer et al. 2007, Scott Morton et al. 2001), and the impact of innovations on consumer demand—for example, the introduction of minivans (Petrin 2002) and SUVs (Luan et al. 2007). These studies provide considerable insights into how car manufacturers compete and how consumers react to product characteristics and marketing activities. However, central to our research, these studies tend to disregard the role played by the location of customers and retailers. In particular, little is known about how dealer location and the geographic distribution of consumers interrelate to shape demand and competition patterns in the car industry.

In this paper, we allow that the location of customers and retailers plays an important role in the optimal size of a manufacturer’s dealer network. To this end, we define each choice alternative as a combination of a car, with its product attributes, and a dealer, with its own characteristics and location; its utility is therefore informative about the trade-off between preferences for dealer location and car characteristics, including price.

We also model the pricing behavior of both manufacturers and dealers. Manufacturers move first and decide on the wholesale price for each car model. Retailers take the manufacturer price as given and set prices to maximize their own profits. From this analysis, we estimate the variable costs of manufacturers and retailers. Next, we estimate the fixed costs of dealerships, using the moment inequalities approach proposed in Pakes et al. (2008). With these estimates, it is possible to evaluate the impact of a negative shock on market demand, on the optimal dealer network size, and on the closings of dealerships. Our approach is suitable for such counterfactual analysis because we measure both the demand and supply of cars at the dealer level, and thus we can quantify the effects of closing a dealership on costs and margins.

To make these inferences, we use a unique individual-level data set with transaction information about dealer and manufacturer prices, car characteristics, and zip code locations of sellers and buyers. We augment this transactional data using census information on consumer demographics, and we estimate the demand parameters of our individual-level model using simulated maximum likelihood, while taking into account consumer heterogeneity and endogeneity between prices and unobserved car attributes. We use a demand model that accounts for observed heterogeneity at the zip code level, includes location and dealer effects, and accounts for correlation in the error term across similar alternatives.

We apply our methodology to the car industry in the San Diego area. In terms of demand, our results show that consumers treat alternatives of the same car type as close substitutes, and they do so even more if cars share the same brand. When deciding where to buy a car, we infer that consumers dislike traveling a long distance to car dealerships and that most of the demand for a car dealership originates from consumers located in close proximity. As a result, dealers typically have their own local demand “backyard,” the size of which is determined by the location of competitors. For instance, we find cases where the highest level of demand is not at the location of the dealer but instead is at locations that are farthest from direct substitutes. In addition to characterizing the geographic trading area of car dealerships, we also compute the geographic areas of demand at the manufacturer level by consolidating the market areas of its dealers, and we report some interesting patterns in location decisions. For instance, consistent with theories of spatial competition, we find that Honda and Toyota target different geographic areas to minimize overlap and create spatial differentiation between the two manufacturers.

Regarding the supply side, we find that the average manufacturer’s gross margin per car is about $12,500, which includes both the immediate margin at the time of sale and other future cash flows related to the sale of the car. The margin for American manufacturers from premium SUV sales is estimated to lie between $5,000 and $15,000 (Lienert 2003). Our findings are in the higher end of this spectrum for margins. This seems reasonable because our estimates are for San Diego, a location where consumers have, on average, higher purchasing power, and most of the included car brands and types are in the medium- to high-end price segments.

Car dealers obtain a much lower margin on new cars. The observed gross margins of the dealers in the new cars divisions are 6.5%, with an average value of approximately $1,600. In addition to having the demand for consumer location data, we also observe wholesale prices, another unique aspect of our data set, which allows us to estimate other sources of retailer revenues, such as car servicing and parts. Taking our estimate of the latter into account, dealer margins go up

---

2 Car types are defined as large SUVs, small SUVs, midsize cars, and near-luxury cars.
to about $6,000 per vehicle. We estimate dealer fixed costs to be, on average, $3.6 million per year, similar in magnitude to the national average of $2.8 million reported by the National Automobile Dealers Association (NADA 2008). The somewhat higher value of our estimate might be expected given land values in Southern California. Dealer fixed costs are estimated to drop outside the San Diego and Escondido city centers, where real estate prices are lower in the suburbs.

Combining demand and supply, we evaluate the impact of a significant reduction of demand on dealer network size and quantify changes in profit, prices, and demand. We simulate a negative shock of demand of the same magnitude as the one that occurred in the United States in 2008 and 2009—that is, a drop in demand of about 30% in those two years. In such a scenario, our model predicts that average dealer and manufacturer prices would decrease by an annual average of 11% and predicts a drop in the total gross margins of about 35%. We relate this price decrease to the Car Allowance Rebate System (also known as the “Cash for Clunkers” program) used by the U.S. government to provide temporary price discounts to consumers. Finally, we discuss actual dealership closings in the Chrysler and GM networks as a managerial application of our model, and we find that the implications of our model broadly agree with the closings of car dealerships implemented by the firms.

The rest of our paper is structured as follows. The next section discusses the relevant literature. The description of the model is included in §3. Section 4 provides details about the several data sets used in the paper. The estimation algorithm is presented in §5, and the results are discussed in §6. Section 7 describes managerial applications, and §8 concludes.

2. Background

Our work is related to previous papers about the car industry, spatial competition, and management of networks. Berry et al. (1995) develop a model of the automotive industry to analyze the demand and supply of differentiated cars using aggregate-level data. Berry et al. (2004) expand on this methodology to combine micro and macro data. Among other results, the authors are able to produce demand elasticities of price and other observed attributes, and they find considerable variability across types of cars and models. Sudhir (2001) suggests that manufacturer competitive behavior may depend on the car type. Regarding the introduction of new products in the car industry, Petrin (2002) analyzes the impact of the introduction of the minivan on consumer welfare, and Luan et al. (2007) evaluate the evolution of consumer preferences and market structure during the introduction and takeoff of SUVs. Whereas this literature provides valuable insights on the interaction among car manufacturers and between car manufacturers and consumers, it assumes that consumers trade off all alternatives based solely on car attributes and not on the locations of car dealerships.

In contrast, the location of customers relative to retailers is central in the literature on spatial competition. Indeed, location has been shown to serve as input for managerial decisions on pricing (e.g., Ellickson and Misra 2008), store customization (e.g., Hoch et al. 1995), and store locations (e.g., Duan and Mela 2009). Industry research has also shown that a large percentage of variance in consumer store choice in the grocery trade is explained by location (Hofbauer 2011). Finally, the role of the location of consumers has been investigated in several important industries, such as the hospitality (Mazzeo 2002, Venkataraman and Kadiyali 2007), fast-food (Thomadsen 2007), and movie theater (Davis 2001) industries. We believe that the location of customers relative to dealerships is also of great importance to car manufacturers, especially in cases where manufacturers seek to change their dealer networks. However, a good understanding of this competitive environment and its characterization across geography is lacking in the literature. Our paper seeks to fill this gap by combining a spatial demand model in the auto industry with the analysis of both manufacturer and retailer pricing decisions as a means to provide a complete analysis of car dealer networks.

A third, important strand of literature is on the management of outlet networks. For example, Ishii (2008) studies networks of ATM machines, based on consumer demand and bank competition. Ho (2009) studies networks of hospitals managed by healthcare insurance and estimates the division of profits between health plans and hospitals. These studies use recent advances in empirical methodology from the studies on moment inequalities (Pakes et al. 2008). We combine such advances in the management of networks with our spatial demand and competition analysis to evaluate changes in dealer networks in the auto industry, in response to large demand shocks.

3. Model

On the demand side, we model the consumer’s choice of purchasing a car as a function of car and dealer characteristics, as well as the geographic distance...
between consumer and dealer locations. On the supply side, we assume profit-maximizing behavior by manufacturers and dealers, which provides estimates of variable costs and margins. We then use the realizations of network size and locations to identify fixed costs of dealerships. Together, the demand and supply models are used to run counterfactual scenarios in policy simulations and provide guidance to managerial decisions.

### 3.1. Demand Utility Specification

A number of households $H_z$ living in zip code $z$ consider purchasing a car. The total number of households in the market is $H = \sum_{z=1}^{Z} H_z$. Household $i$, living in zip code $z$, chooses either to purchase a car or to use a different means of transportation. The households that buy cars may choose among $j$ alternatives, each of them characterized by its dealer, brand, and car type. There are four car types in our data set: midsize cars, near-luxury cars, small SUVs, and large SUVs. We define our observations at the quarterly level, with individuals who make car purchase decisions in the same quarter under the same market conditions, such as car prices and availability.

The indirect utility for consumer $i$ of purchasing car $j$—a vehicle of brand $b$, type $m$, sold at dealer $d$—is given by

$$U_{ijt} = \alpha_j + \lambda_i x_{jt} + \beta_i p_{jt} + \gamma_1 g_{ijt} + \gamma_2 g_{jt}^2 + \xi_{jt} + v_{ijt} = V_{ijt} + \epsilon_{ijt},$$

with

$$v_{ijt} = v_{imjt} + (1 - \sigma_M) v_{ibjt} + (1 - \sigma_B)(1 - \sigma_M) \epsilon_{ijt}. \tag{2}$$

The first component of the utility $\alpha_j$ includes dealer- and car type-specific intercepts and the interaction of these intercepts with demographic characteristics. The term $x_{jt}$ is a vector of observed car characteristics, such as engine size and transmission type. The term $p_{jt}$ represents the price for alternative $j$ at time $t$. The term $g_{ijt}$ is the geographic distance between individual $i$ and the location of the dealer that sells $j$, measured as the Euclidean distance between the zip code centroid of $i$ and $j$. The impact of distance on utility is modeled as a quadratic function to account for the nonlinear effects of distance on utility. The term $\xi_{jt}$ captures the impact of car attributes unobserved to the researcher but taken into consideration by both consumers and supply agents. Typically, these
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4 The outside option also includes car purchases made at dealers that are not in our analysis and vehicles not covered in our data set.

5 Each car type is defined as a set of car models using the classification defined by the research company that provided the data in our empirical section. Vehicles that belong to the same type have significant similarities across a number of dimensions.
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6 The errors $\epsilon_{ijt}$ are assumed to be spatially independent, conditional on the distance effects included in the utility function. That is, we assume that spatial dependencies can be captured via a flexible function of distance.
With these assumptions, the probability of household \( i \) choosing alternative \( j \), a car of type \( m \), and brand \( b \) is

\[
\Pr_i(j) = \Pr_i(j \mid b(m)) \times \Pr_i(b(m) \mid m) \times \Pr_i(m),
\]

where \( \Pr_i(m) \) is the marginal probability of choosing the car type \( m \) or the outside good; \( \Pr_i(b(m) \mid m) \) is the probability of choosing brand \( b \), given the choice of type \( m \); and \( \Pr_i(j \mid b(m)) \) is the probability of buying \( j \)—a unique combination of dealer, type, and brand—given that brand \( b \) in type \( m \) is chosen. The conditional and marginal probabilities are

\[
\Pr_i(j \mid b(m)) = \frac{\exp((1/(1-\sigma_b))(1-\sigma_{Mj}))V_{ij}}{\sum_{j' \in \text{b(m)}} \exp((1/(1-\sigma_b))(1-\sigma_{Mj'}))V_{ij'}},
\]

\[
\Pr_i(b(m) \mid m) = \frac{\exp((1-\sigma_M)V_{ib(m)})}{\sum_{b \in \text{m}} \exp((1-\sigma_M)V_{ib})},
\]

\[
\Pr_i(m) = \frac{\exp((1-\sigma_M)V_{im})}{1 + \sum_{w} \exp((1-\sigma_M)V_{iw})},
\]

where \( V_{ib(m)} \) and \( V_{im} \) are the inclusive values of brand nest \( b \) and type \( m \), respectively, which equal to

\[
V_{ib(m)} = \ln \sum_{j \in \text{b(m)}} \exp \left( \frac{1}{1-\sigma_b} \right) \frac{V_{ij}}{V_{ib}},
\]

\[
V_{im} = \ln \sum_{b \in \text{m}} \exp \left( \frac{1}{1-\sigma_M} \right) V_{ib}.
\]

### 3.2. Manufacturers and Dealers

To predict managers’ decisions when faced with alternative demand conditions, we seek to obtain estimates of costs related to dealer networks. For this reason, we model the behavior of both manufacturers and dealers. The supply side of the market has \( K \) manufacturers and \( D \) dealers. Manufacturers first decide on the number of the dealers in the market. They then set wholesale prices. Next, dealers choose final prices taking wholesale prices as given.\(^6\)

#### 3.2.1. The Conduct of Manufacturers

Given a dealer network, manufacturers maximize profits by choosing the average wholesale price of each make-model at each dealer for each time period \( t \) (again, we remove the time subscript for clarity). The profit of manufacturer \( k \) is given by

\[
\pi_k = \sum_{j \in k} (w_j - c_j) \cdot s_j \cdot H - (x_k \rho_1 + v_k) n_k - f_k,
\]

where \( w_j \) is the wholesale price of alternative \( j \), and \( c_j \) is the manufacturer variable cost. The product of the market share\(^7\) \( s_j \) and the number of households in the market \( H \) represents the total number of vehicles sold of alternative \( j \). The fixed costs incurred by the manufacturer when managing and supplying its network of dealers are modeled as \((x_k \rho_1 + v_k) n_k\), where \( n_k \) is number of dealers of manufacturer \( k \), \( x_k \) is a vector of cost shifters, and \( \rho_1 \) is a vector of parameters to be estimated. We allow for measurement errors in costs, \( v_k \), that are unobserved to the manufacturer and the researcher and are assumed to be uncorrelated with \( x_k \).\(^10\) Finally, \( f_k \) are other fixed costs associated with manufacturer \( k \) not dependent on the dealer network.

We briefly discuss what is observed and estimated in Equation (9). In the first component of profits, \( \sum_{j \in k} (w_j - c_j) \cdot s_j \cdot H \), we observe both \( w_j \) and \( H \) in our data, and \( s_j \) is obtained from the demand model. Therefore the only unobserved component is \( c_j \), which is estimated using the first-order profit-maximizing conditions of manufacturers. In the second component, \((x_k \rho_1 + v_k) n_k\), we observe \( x_k \) and \( n_k \) and estimate the parameter vector \( \rho_1 \) and \( v_k \) drops out of our estimation. Further details on our estimation approach are provided in §5. Finally, we do not have any variation in the data that can identify \( f_k \) and so this part of the manufacturer fixed costs is not estimated. We assume that the optimal dealer network size and price do not depend on \( f_k \).

#### 3.2.2. The Conduct of Car Dealers

Dealers take manufacturer prices as given and compete on prices charged to consumers. The profit function of the dealer is given by

\[
\pi_d = \sum_{j \in d} (p_j - w_j + \delta_j) \cdot s_j \cdot H - f_d.
\]

The component in brackets represents the unit margin for each car sold and equals the difference between the consumer price \( p_j \) and manufacturer price \( w_j \) plus any additional cash flows \( \delta_j \) (such as car service revenues) associated with vehicle \( j \). We assume \( \delta_j \) are fixed quantities set on the basis of industry standards and manufacturing servicing manuals and are not strategically set by the retailer.\(^11\) and \( f_d \) are the fixed costs of dealer \( d \).

To obtain the optimal pricing decisions in the industry, we solve backward. The first-order conditions of the dealer’s pricing problem are (in vector form)

\[
P - W + \Delta = -(\Theta_D \odot \Omega_p)^{-1} S.
\]

\(^7\) The subscript \( t \) was removed for clarity of exposition.

\(^8\) Our assumption is consistent with industry reports that generally depict manufacturers as the leaders in setting prices. However, it is possible to test other pricing strategies, as in Villas-Boas (2007).

\(^9\) In our model, the estimated market shares are obtained by averaging the choice probabilities \( \Pr_i(j) \) across consumers.

\(^10\) In §5, we also discuss a robustness check where we use instruments to account for a possible correlation between \( v_k \) and \( x_k \).

\(^11\) It is possible that \( \delta_j \) are in some way related to prices and are endogenous. If so, this would be an additional decision variable for dealers. We simplify our model by focusing only on the retailers’ price decision and abstract from the decision to price additional services.
In this formulation, \( P \) and \( W \) are the vectors of consumer and manufacturer prices, respectively, and \( \Delta \) is the vector of additional cash flows of dealers. The term \( \Theta_{ij} \) is a dealer ownership matrix where \( \Theta_{ij}(j, j') = 1 \) if alternatives \( j \) and \( j' \) are sold by the same dealer. The term \( \Omega_{p} \) is a matrix of derivatives of share with respect to final price, and a typical element \( j, j' \) of the matrix \( \Omega_{p} \) is defined as \( \partial s_{j}/\partial p_{j'} \). We use the symbol \( \odot \) to represent element-by-element multiplication. Both \( P \) and \( W \) are observed in our data, which allows \( \Delta \) to be evaluated (after using the demand estimates to compute \( \Omega_{p} \)). Assuming a unique equilibrium,\(^{12}\) Equation (11) defines the price charged by dealers as a function of manufacturer prices.

We now turn to the manufacturer pricing strategy. We assume that manufacturers maximize profits and play a Bertrand–Nash pricing game, taking into account that dealers set prices according to Equation (11). The optimal manufacturer margins are given by the first-order conditions, again presented in vector form:

\[
W - C = -(\Theta_{k} \odot \Omega_{w})^{-1} S, \tag{12}
\]

where \( C \) is a vector of manufacturer variable costs, \( S \) is a vector of market shares, and \( \Theta_{k} \) is a manufacturer ownership matrix. In this matrix, \( \Theta_{k}(j, j') = 1 \) if alternatives \( j \) and \( j' \) are sold by the same manufacturer. The term \( \Omega_{w} \) is a matrix of derivatives of share with respect to wholesale price, and a typical element \( j, j' \) of the matrix \( \Omega_{w} \) is defined as \( \partial s_{j}/\partial w_{j'} \). To obtain these quantities, we use the chain rule and note that \( \partial s_{j}/\partial w_{j'} = \sum_{i} (\partial s_{j}/\partial p_{i}) (\partial p_{i}/\partial w_{j'}) \). The terms \( \partial s_{j}/\partial p_{i} \) can be obtained numerically once the demand-side parameters have been estimated. To compute the relation between consumer and wholesale prices (i.e., \( \partial p_{i}/\partial w_{j'} \)), we use the recent work by Villas-Boas (2007, pp. 633–634), who studies vertical interaction between retailers and manufacturers. Consider that these terms are arranged in a matrix \( \Omega_{w} \), with a typical element \( j, j' \) consisting of \( \partial p_{i}/\partial w_{j'} \). When manufacturers set their prices first and retailers follow, Villas-Boas (2007) shows that the \( f \)th column of \( \Omega_{w} \) is given by \( \Gamma^{-1} G_{f} \), where \( \Gamma \) is a matrix of size \( I \times J \), with elements \( (j, j') \) given by:

\[
\Gamma(j, j') = \frac{\partial s_{j}}{\partial p_{j'}} + \sum_{i=1}^{I} \left( \Theta_{i}(j, j') \frac{\partial^{2} s_{i}}{\partial p_{i} \partial p_{j'}} (p_{i} - w_{i} + \delta_{i}) \right) + \Theta_{i}(j', j) \frac{\partial s_{i}}{\partial p_{j'}} \tag{13}
\]

and \( G_{f} \) is a vector of size \( J \times 1 \), with elements

\[
G_{f}(j, f) = \Theta_{f}(j, f) \frac{\partial s_{f}}{\partial p_{f}}. \tag{14}
\]

Finally, we can compute the unknowns in Equation (12) using the chain rule \( \Omega_{w} = \Omega_{r} \Omega_{p} \). Once the demand parameters are estimated, and \( \Omega_{p} \) and \( \Omega_{r} \) are evaluated numerically, we can obtain the implied manufacturer variable costs \( C \), because we observe \( W \) in our data set.

### 3.3. Car Dealership Networks

To evaluate decisions regarding the size of dealership networks, we also estimate the fixed costs of each dealership. The manufacturer profits in Equation (9) can be rewritten in the following way:

\[
\pi_{k} = R_{k}(\Lambda, n_{k}, n_{-k}) - (x_{k} \rho_{1} + v_{k}) n_{k} - f_{k}. \tag{15}
\]

Here, \( R_{k}(\Lambda, n_{k}, n_{-k}) \) are the variable profits of manufacturer \( k \), \( n_{k} \) and \( n_{-k} \) are the number of dealers in the network of manufacturer \( k \) and of all other manufacturers \( -k \), and \( \Lambda \) summarizes the information about the data and remaining parameters. As previously described, \( (x_{k} \rho_{1} + v_{k}) n_{k} \) represents the fixed costs incurred by the manufacturer that are a function of the size of the dealer network, where \( x_{k} \) is a vector of observed cost shifters, \( \rho_{1} \) is a vector of parameters to be estimated, and \( v_{k} \) is an unobserved component.

#### 3.3.1. Manufacturer Fixed Cost

We assume that each manufacturer maximizes its expected profit by choosing the optimal number of dealerships in its network \( n_{k} \). Any deviation from the chosen \( n_{k} \)—for instance, \( n_{k} - 1 \) or \( n_{k} + 1 \)—is assumed to result in lower profits. This is a necessary condition for profit maximization that is also sufficient when profits are concave in \( n_{k} \) (Ishii 2008). The choice of \( n_{k} \) satisfies the following conditions:

\[
\pi_{k}(\Lambda, n_{k}, n_{-k}, x_{k}, \rho_{1}) > \pi_{k}(\Lambda, n_{k} - 1, n_{-k}, x_{k}, \rho_{1}),
\]

\[
\pi_{k}(\Lambda, n_{k}, n_{-k}, x_{k}, \rho_{1}) > \pi_{k}(\Lambda, n_{k} + 1, n_{-k}, x_{k}, \rho_{1}),
\]

which implies

\[
x_{k} \rho_{1} + v_{k} \leq R(\Lambda, n_{k} - 1, n_{-k}) - R(\Lambda, n_{k} - 1, n_{-k}) \tag{16}
\]

Once demand parameters and margins for manufacturers are estimated, we can compute manufacturer variable profits of counterfactual scenarios. In this particular case, we evaluate the cases when manufacturer \( k \) increases or decreases its network by one dealer; i.e., we compute \( R_{k}(\Lambda, n_{k} + 1, n_{-k}) \) and \( R_{k}(\Lambda, n_{k} - 1, n_{-k}) \).

#### 3.3.2. Dealer Fixed Cost

To estimate the fixed costs of each dealer, we use a similar approach. The profit function for car dealership \( d \) can be rewritten as

\[
\pi_{d} = \pi_{d}(\Lambda, d_{+}, -d_{-}) = R_{d}(\Lambda, d_{+}, -d_{-}) - f_{d}.
\]

The term \( R_{d}(\Lambda, d_{+}, -d_{-}) \) represents the variable profits of the dealer, with dealership \( d \) and all other
dealerships \(-d\) located at the observed zip codes. We add a subscript \(z\) to dealer \(d\) to represent its current zip code location. The fixed costs of operation are denoted by \(f_d\). We model these costs as having cost shifters \(x_d\) and an unobserved (to the researchers) component \(v_d\):

\[ f_d = x_d p_2 + v_d, \]  

(17)

where \(p_2\) is a vector of parameters to be estimated.

To estimate the cost parameters \(p_2\), we make two assumptions: first, dealers remain in operation if their expected profits are larger than \(0\); second, the expected profits of the observed dealer location \(z\) are higher than expected profits at other locations \(z'\). This means that any geographic configuration of dealers different from the observed one is assumed to produce lower profits. We note that this estimation approach does not directly quantify the costs of closing down or moving a dealership, but it instead compares the expectations about annual profits to estimate the fixed costs of keeping the dealer operating.

With these assumptions, we obtain the following conditions:

\[
\begin{align*}
 x_d p_2 + v_d &< R(\Lambda, d_z, -d_z), \\
 (x_d p_2 + v_d) - (x_d p_2 + v_d) &> R(\Lambda, d_z, -d_z) - R(\Lambda, d_z, -d_z), \\
 z' &\neq z.
\end{align*}
\]

(18)

where \(z' \neq z\). In the estimation, we assume that agents act on expected values of profits and costs, and that the expected value of the unobserved costs \(v_d\) and \(v_{d_z}\) is assumed to be \(0\) in order to create the inequalities to estimate the vector of parameters \(p_1\) and \(p_2\). With these parameters in hand, combined with the remaining estimates of demand parameters and margins, we can provide estimates of profits for dealers and manufacturers, as well as run counterfactual scenarios to help manufacturer decide which dealerships to close, in response to negative demand shocks.

4. Data

We combine several data sets to estimate our model. Our main data set was obtained from a large automobile research company, and it includes details about individual car transactions occurring in the San Diego area and its suburbs between 2004 and 2006.\(^{14}\) We have information about each car make and model, as well as the following car characteristics: transaction price, engine size, fuel, and transmission type. Our data also contain the zip codes of dealer and consumer locations. Additionally, we have retail and wholesale prices for each car, as well as any manufacturer rebate given. The data are drawn from a sample of car transactions in the San Diego area, including 20% of all transactions. We complemented these data with U.S. Census demographic data on the income and population density at the zip code level. Finally, we also collected latitude and longitude data of both retailer and consumer zip codes from the Zipinfo database.\(^{15}\) With these data, we computed distances between consumers and dealers measured in 100 miles.

For each vehicle, we use the transaction date and the number of days that the vehicle was on the lot before being sold to compute the arrival date. With this information, we know if alternative \(j\) was available to consumers at time \(t\). For the last year of data, we do not have complete data on car availability, because some cars for which transactions occurred in 2007 (unobserved to us) would have been on the lot during 2006. Therefore, we drop the data from 2006 and focus our attention on the data from 2004 and 2005.

We observe 26,720 transactions in and around San Diego. We limit our analysis to the most important brands in the area, which are General Motors (with Cadillac, Chevrolet, and GMC), Ford, Honda, Hyundai, Chrysler, Toyota, and Volkswagen (VW). We also remove car models with a very small market share (<0.4%). Finally, we exclude from our data the transactions by consumers living in zip codes where the number of purchases is fewer than 50 transactions per year. After filtering, we retain 15,795 observations, or about 60% of total observed transactions.\(^{16}\) Our data used in estimation include 22 different dealerships covering 9 car makes and a total of \(J = 62\) dealer–brand–car–type unique combinations.

\(^{14}\) To do a national analysis, we could repeat the analysis for multiple regional markets. For instance, in our case, we also have data for the Los Angeles market (the closest and largest market to San Diego) and find that there is only a very small number of transactions between San Diego dealers and Los Angeles consumers. Hence it seems reasonable to view San Diego as a separate market from Los Angeles. Our study could be repeated for the Los Angeles area without becoming infeasible, as well as for other markets.

\(^{15}\) Available at http://www.zipinfo.com (accessed 2009).

\(^{16}\) Our raw data include 20% of all transactions made in the San Diego area. After the filtering described here, the final percentage of transactions included in our data set is 12% (60% × 20%) of all purchases made in the San Diego area.
Table 1  Car Models Included in Our Study and the Size of Dealer Networks

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Network size</th>
<th>Car models</th>
</tr>
</thead>
<tbody>
<tr>
<td>General Motors</td>
<td>3</td>
<td>Cadillac CTS, Cadillac Escalade, Chevrolet Tahoe, GMC Yukon</td>
</tr>
<tr>
<td>Ford</td>
<td>4</td>
<td>Escape, Expedition, Explorer, Explorer Sport</td>
</tr>
<tr>
<td>Chrysler</td>
<td>4</td>
<td>Jeep Grand Cherokee, Liberty, Wrangler</td>
</tr>
<tr>
<td>Toyota</td>
<td>3</td>
<td>4Runner, Camry, RAV4, Sequoia</td>
</tr>
<tr>
<td>Honda</td>
<td>3</td>
<td>Accord, CR-V, Element, Pilot</td>
</tr>
<tr>
<td>Hyundai</td>
<td>2</td>
<td>Santa Fe, Sonata</td>
</tr>
<tr>
<td>Volkswagen</td>
<td>3</td>
<td>Jetta, Passat</td>
</tr>
</tbody>
</table>

The size of the dealership networks and cars included in the data for each manufacturer are presented in Table 1. The dealer network sizes vary from two to four dealers. Collectively, our data cover a large diversity of cars, from midsized cars to large SUVs or near-luxury cars.

Figure 1 shows the average dealer and manufacturer prices, for a sample of alternatives, grouped by car type, for the midsized and near-luxury cars and for large SUVs. It reveals the presence of significant price variation across brands, even within car type, whereas prices of the same type of car sold at different dealers show much less variation. The manufacturer price is the value in the invoice of the car sale to the consumer. Our data set does not include any trade-in values that might be involved in a transaction, which happen in about 30%-40% of the transactions in California, or any financial costs to the consumer (and financial revenues for manufacturer and retailers) if the car was purchased on credit. We discuss the impact of trade-ins in §7.

A unique feature of our data is that we observe the location of both consumers and car dealers for each transaction, which allows for a better understanding of the spatial distribution of demand and supply. As an illustrative example, we display the location of Ford and Toyota dealers in Figure 2, as well as the distance traveled by their clientele. Panel (a) shows the spatial distribution of Ford dealerships. Ford has four dealerships in the San Diego area. For one of these dealers, panel (c) shows the geographic origin and concentration of a random sample of its customers. Of consumers that bought a car at this dealer, 87% were located at a distance fewer than 20 miles from the dealership, whereas 35% traveled fewer than 10 miles to buy their car. Panels (b) and (d) show similar examples for the Toyota brand. Across all dealers included in our analysis, consumers travelled an average of 10 miles to buy a car, whereas the median travel distance is 7.3 miles. Only 10% of the consumers travelled more than 20 miles, whereas about 27% of the consumers purchased a car at a dealer located fewer than 5 miles from their residences.
5. Estimation

5.1. Data Preparation

We address three aspects regarding the data before estimating the proposed model: (1) characteristics of alternatives not chosen, (2) total market size, and (3) unobserved attributes.

5.1.1. Characteristics of Alternatives Not Chosen

Transactional data sets commonly include information about the price paid by the consumer for the chosen alternative but not about prices that the same consumer would have been charged for alternatives not purchased. From the large number of transactions, we compute expected attribute values for the alternatives that were not chosen. Our data are similar in this respect to previous data sets used in the literature, such as Berry et al. (1995) and Petrin (2002), where only the average price and characteristics are known, not the specific characteristics of each car sold in the market. Our assumption is that consumers are aware of the average level of prices at each dealership but not of the exact prices of all available cars. Accordingly, we use the average price of cars of the same brand and model sold in the same quarter as the price of nonpurchased alternatives. Similarly, we also compute the average for the other car characteristics. If a car is not available, it is not part of the choice set of the consumers.

5.1.2. Total Market Size

Any analysis of spatial competition must take into account the location of
potential demand, as consumers have the option of purchasing a car that is not in our data set or of not buying a car at all. We use census data to obtain the total number of households in each zip code, \(\#\text{Households}_z\). The potential market for cars in each zip code will be a proportion of this number, for two reasons. First, our data cover only a part of all transactions, and therefore we limit the potential market to the same percentage of the total number of households. Additionally, we account for the fact that consumers who have purchased a car recently will not be looking for a car and will not be part of the potential market. We use the interpurchase time of cars to reflect this aspect on the total market potential (seven years; see Sudhir 2001 for a similar approach). Stated formally, the total market in zip code \(z\) is given by

\[
H_z = \left[\#\text{Households}_z \times \text{Observed transactions} \right] / \left[\text{Total transactions} \times \text{Years of data}\right] \cdot \left[\text{Interpurchase time}\right]^{-1}.
\]

(19)

For each zip code \(z\), the sum of “observed” individuals who bought a car in our data set and “unobserved” individuals whose choice was the outside good will be equal to the total market at that location, \(H_z\). The census data shows 993,767 households living in the zip codes included in our study, which results in the observed number of households for our sample of \(H = \sum_z H_z = 34,072\).\(^{17}\) For reference, as mentioned in §4, our data include 15,795 households who buy a car, which means that alternatives considered as the outside good represent the remaining 18,277, or 56%, of the market. We assume that, for each zip code, consumers who choose the outside good have the same distribution in terms of demographic characteristics and price expectations as consumers who bought a car in our data set. Thus, we make draws from the empirical distributions, at the zip code level, of consumer demographics and assign the values to “outside good” individuals in that zip code.

5.1.3. Unobserved Attributes. One potential source of endogeneity comes from the fact that the dealer prices and unobserved car characteristics that influence consumer utility, e.g., car accessories, may be correlated. One way to avoid the bias created by this correlation is to use a control function approach (Pancras and Sudhir 2007, Petrin and Train 2010), making use of the information about unobserved attributes contained in prices. This approach has two stages. In the first stage, we recover \(\xi'_{ij}\), a one-to-one function of \(\xi_{ij}\), by regressing prices on observed exogenous variables and instrumental variables:

\[
p_{ij} = E[p_{ij} | z_{ij}] + \xi_{ij},
\]

where \(z_{ij}\) includes exogenous demand and cost shifters, as well as instruments. The exogenous cost shifters include dummy variables for the dealer and car type, and the exogenous characteristics are engine size, fuel, and transmission type. Our instruments are similar to the ones in Berry et al. (1995) and Petrin and Train (2010). We use the sum of each exogenous characteristic across all vehicles of the same brand sold in other dealers and the sum of each characteristic across all other vehicles of other brands but of the same type. This gives us six instruments for each alternative. Thus, our price equation is given by

\[
p_{ij} = \omega z_{ij} + \xi'_{ij}.
\]

(20)

When estimating the remaining demand parameters, \(\delta_i \xi'_{ij}\) replaces \(\xi_{ij}\) in the utility function, where \(\delta_i\) is a parameter to be estimated and \(\xi'_{ij}\) is kept fixed.

5.2. Demand Parameters

Because the demand model is fully identified from the choice data, and we wish to avoid imposing structure on the estimation problem if none is required, we start by estimating the demand parameters without making any assumptions on the behavior of dealers and manufacturers. Given our estimates for \(\xi'\), the estimation of the demand parameters can proceed via simulated maximum likelihood, using the following likelihood function:

\[
L = \prod_i \prod_j \prod_l (Pr_{ijl} | \text{data, } \xi', \theta)^{y_{ijl}},
\]

where \(y_{ijl}\) is an indicator variable that takes the value of 1 for the alternative chosen by individual \(i\) and 0 otherwise, and \(\theta\) is the vector of demand parameters to be estimated. In our algorithm, we maximize the log likelihood function:

\[
\log L = \sum_i \sum_j \sum_l y_{ijl} \cdot \log(Pr_{ijl} | \text{data, } \xi', \theta).
\]

(21)

5.3. Supply Parameters

5.3.1. Variable Costs and Revenues. We start by evaluating manufacturer variable cost \(C\) and dealer revenues \(\Delta\), which can be computed directly from the data and the demand estimates. To compute the implied variable costs of the manufacturers, we use Equation (12). In this equation, we need to evaluate \(\partial S/\partial P\), the derivative of shares with respect to prices, and \(\partial P/\partial W\), the derivative of prices with respect to

\(^{17}\) More specifically, 993,767 (number of households) \(\times\) 12% (percentage of observed transactions) \(\times\) 2/7 (interpurchase time, considering two years of data) = 34,072.
wholesale prices. The derivative $\partial S/\partial P$ can be computed directly from the demand estimates, whereas $\partial P/\partial W$ can be evaluated using the demand estimates and Equations (13) and (14). Along with the observed wholesale prices, we are in possession of all terms in the right-hand side of the resulting expression for manufacturer variable costs:

$$C = W - ([\Theta_k \odot \Omega_w]^{-1} S). \quad (22)$$

Next, we use the approach in Pakes et al. (2008), as it is applied, for instance, by Ishii (2008), to the case of ATM networks, to estimate the fixed costs of dealers using as input for the observed decisions in terms of size and location of the dealer networks, and the fixed costs of manufacturers directly related to the dealer network.

5.3.2. Retailer Fixed Costs. Our objective is to estimate the fixed cost parameters for dealers $\rho_z$. For the observed costs shifters at the dealer level $x_k$, we use an intercept, the population size at each dealer location and surrounding locations, the distance from downtown San Diego and the city center of Escondido, and a dummy for large dealers. Regarding the last item, we observe in the data two very different sizes of dealers, which we allow to have different fixed costs, and thus we include a dummy for being a large dealers, operationalized as having more than 500 cars in unit sales over the two years in our data. In total, we estimate six fixed cost parameters.

We have 22 dealers in our data set. In two instances, we observe two dealers of different brands that have the same owner (GM and Chrysler) within the same zip code, and we consolidate their profits and fixed costs for the estimation procedure. For each of the 20 dealers so defined, we relocate one and keep all others fixed at the observed location. The counterfactual locations are chosen to be zip codes where there is at least one other dealer, thus ensuring that it is a realistic target for location. In particular, we chose 11 alternative locations for each retailer to obtain $20 \times 11 = 220$ inequalities.\(^{18}\) We compare each dealer’s predicted profit at the current location with those at alternative locations. To satisfy the inequalities in Equation (18), profits at the current configuration should be larger than those of the counterfactual one. Additionally, each dealer’s fixed cost needs to be larger than or equal to zero, which leads to an additional 20 inequalities. Finally, the profits of the dealer at the actual location have to be positive, which provides 20 more inequalities. In total, we define and use 260 inequalities.

To construct each inequality, we need the variable profits (revenue-variable costs) for each dealer, at both the actual and counterfactual locations. This is obtained using the demand and supply estimates, so that both quantities and prices reflect the reaction of demand and supply to the relocation of the dealer in the counterfactual scenario. We note that when dealers relocate, their demand changes, leading some large dealers to become small dealers, and vice versa; through this, we identify the size-of-dealer parameter. Because the relocation also changes the distance from downtown San Diego and Escondido, that variation allows us to estimate the sensitivity of fixed costs to distance from these centers.

We assume that the errors $v_k$ and $v_d$ are measurement or expectation errors by the agents, assumed to be uncorrelated with $x_k$ and $x_d$ and of expectation 0 at the time of the decisions, eliminating endogeneity concerns. We argue that this conditional independence of the errors, given the observed characteristics of dealers, is reasonable because the population and distance from city centers serve as good summary statistics for the major decision factors of dealer location. If endogeneity is a concern, it is possible to interact each inequality with instruments. In that case, the number of inequalities is multiplied by the number of instruments. We present the results with instruments $Z = 1$, i.e., where we construct a sample analogue of the moment conditions directly from the inequalities. Parameters are estimated, minimizing the sum of the absolute value of inequality violations as in Ishii (2008). For example, if the parameters provide gains in the counterfactual configuration compared with the actual configuration, or if some parameters give a negative profit for the new location or a negative estimate of fixed costs, we take the absolute value of all these violations across all observations, sum, and minimize its total. This follows the approach in Pakes et al. (2008) and Ishii (2008). We carry out a robustness check using the population in surrounding zip codes as an instrument in addition to $Z = 1$. This instrument would control for any factors unobserved to the researcher related to the area of the dealership (for example, the existence of a nearby freeway) that may potentially be considered by the agents when choosing locations. The results for total fixed costs of dealers and manufacturers with this instrument do not differ substantively from the results we present here.

We compute standard errors in a fashion similar to Ishii (2008). That is, we sample from the distribution of the data by randomly drawing dealerships (with replacement) and for each draw reestimate the model. We took a total of 50 bootstrap samples and obtained estimates of the fixed cost parameters for each sample, again by minimizing the absolute value of the

\(^{18}\) We could have constructed more inequalities based on other locations, but 11 alternative locations for each dealer already identify parameters to a point.
inequalities. Reported standard errors are the standard deviations of the parameters across samples.

5.3.3. Manufacturer Fixed Costs. Taking a similar approach, we now move to the estimation of manufacturer fixed cost parameters $p_k$. We model fixed costs using an intercept, a dealer size dummy, and the distance from the port of San Diego as cost shifters; i.e., we estimate three cost parameters. To formulate inequalities, we remove, in turn, an existing dealer from the market and compute the profits for the manufacturer of its brand of cars, i.e., compute manufacturer profits with a reduced dealer network. Additionally, we add a dealer to the manufacturer networks. To do so, we choose one of each of the 20 dealers, in turn, and “launch an exact copy” of that dealer at a different location, following the same rules for a location as outlined previously.¹⁹

In each counterfactual situation, we use the supply and demand parameters to compute the counterfactual prices, quantities, and profits. We then compare the difference in variable profits between the actual and the two counterfactual situations (one more or one less dealer), as in Equation (16). These counterfactual scenarios create a total of $20 + 20 = 40$ inequalities, from increasing or decreasing the size of the manufacturer networks. Additionally, we define 20 more inequalities, based on the fact that the fixed costs for each new dealer added in the counterfactual scenario where the car networks are expanded should be larger than 0. Thus, in total, we have 60 inequalities.

Finally, standard errors are computed using a similar procedure as noted previously.²⁰

6. Model Estimates

In this section, we present and discuss the results of the demand and supply parameter estimates, price elasticities, geographic demand variation, and estimates of fixed costs of dealers. The next section describes managerial applications of our model.

6.1. Demand

Table 2 presents the results for the demand parameters and log likelihoods for four alternative models: (1) the logit model with no control for price endogeneity, (2) the logit model with endogeneity corrected, (3) the nested logit with no control for price endogeneity, and (4) the proposed full nested logit. Comparing the log likelihood of the different formulations, we observe that the nested logit models fit the data better than do the logit models. We also see an improvement in the log likelihood when we account for price endogeneity. Comparing models (3) and (4), the price coefficient becomes significantly more negative, approximately doubling in size, when endogeneity between unobserved attributes and price is accounted for. This corresponds to what is reported in Berry et al. (1995). Using the best-fitting model, the remainder of the analysis is done with the nested logit model that accounts for price endogeneity (4).

To illustrate the model’s fit, Figure 3 shows the actual and estimated average market shares of each alternative $j$ (excluding the outside option) for the total San Diego market (panel a) and for two randomly selected zip codes (panels b and c). We find that the model explains well the variations in car popularity, not only at the general market level but also at the zip code level, with a good match between estimated shares and actual shares. The model does equally well for other zip codes.

Additionally, we did a holdout test using several zip codes that were left out of the estimation. In total, these zip codes comprise 700 additional car purchases. We forecast shares among these 700 additional car purchases, and the actual and predicted shares correlate with $r = 0.79$ ($R^2 = 0.62$). In view of the number of alternative cars and dealers, this is a good holdout validation result.

We now interpret the demand parameters. The price coefficient is negative and significant for all income levels, with the lowest income group (average annual income lower than $24,000) being the most price sensitive. The parameters translate to an average own-price elasticity of $-4.1$. We analyze the cross-price elasticities in more detail in §6.3.

In terms of other car attributes,²² consumers value engine size, automatic transmission, and cars that use higher-octane fuel. Regarding the car type, small SUVs, which include both compact and mini-SUVs, are more popular than both large SUVs and mid-sized cars.

We also observe that the residuals from the control function, which represent attributes unobserved to the researcher but considered by consumers, have a positive impact on choice, with cars that have higher levels of unobserved accessories being more appealing to the final consumer. Finally, we find that the

---

¹⁹ As stated above, we can launch a dealer at many more locations, but we find the inequalities originated by testing one additional dealer to be sufficient to obtain point estimates.

²⁰ To be conservative, and because the number of manufacturers is low in our sample, we also study the distribution of our parameters across bootstrap samples of manufacturers, in addition to bootstrapping dealerships. We randomly select a sample of manufacturers and only use the observations associated with those manufacturers in estimation. We take draws of manufacturers from the data with replacement and estimate the parameters at each draw, obtaining an empirical distribution of the parameters.

²² As described in §3, we also included dealer intercepts in our demand specification, but we do not list them to avoid cluttering.

²² We code the variable transmission type as 0 if automatic and 1 otherwise. For fuel type, 0 is the basic type of fuel, and 1 is coded if the car uses higher-octane fuel.
nest parameter for car type has a value of 0.72, which is consistent with stronger substitution between alternatives within car types versus across car types. For the brand nest parameter, the value is 0.16. These estimates suggest that consumers segment the alternatives by car type, with additional segmentation by brand. In the next subsections, we further analyze the impact of these estimates on car substitution patterns.

6.2. Dealer Demand Areas
From our estimation results, we find that distance between dealers and consumers plays an important role in market share allocation.

Figure 3  Actual Shares (Solid Lines) and Estimated Shares (Dashed Lines)

Note. (a) Average shares for each dealer across all zip codes, (b) shares for zip code 92008, and (c) shares for zip code 92154.
role in the decision of buying a car. The effect of distance is both highly significant and substantial—the longer the distance between the consumer and a dealer’s location, the lower the utility and choice probability of an alternative. From the squared term of distance, we infer that the effect of distance is marginally decreasing, meaning that as distances increase, utility still declines but at a slower pace.

We display market areas for each car model, dealership, and manufacturer using geographic plots of the predicted choice probabilities of our model. As an example, panels (a) and (b) of Figure 4 show the average choice probabilities for the Ford Expedition, as a percentage of all full-size SUVs, at two Ford dealerships designated by A and B. The large dots represent the two dealers’ locations. Other retailers are not shown for clarity.

As expected, we observe larger choice probabilities in areas surrounding the dealer locations, with the Expedition having an estimated share of about 25% of large SUVs in zip codes located five miles or fewer from the dealers’ locations. However, the presence and location of the other dealer has a major impact on demand. In fact, average choice probabilities of consumers buying from dealer B are highest not at the zip code of the dealership, but to the right of its location, farther away from his strongest competitor, dealer A.

Figure 4 also outlines the market areas for the Ford Expedition, as defined by the geographic contours of the predicted choice probabilities. For instance, dealer A’s market area for the Ford Expedition where choice probabilities exceed 15% among large SUVs covers an area of approximately 100 square miles, as outlined by the contours labeled 0.15. Choice probabilities above 10% are observed in an area covering about 300 square miles.

In addition to dealerships, we can also generate examples of market maps for car manufacturers. To do this, we plot the sum of the choice probabilities for all alternatives of a manufacturer. Figure 5 shows the market shares for Honda and Toyota, with the large dots representing dealership locations. Honda has two dealerships, located at almost the same latitude, one closer to the coast than the other. Toyota, on the other hand, has two dealerships located closer to downtown and a third located about 20 miles north. Because of their location, the market areas of the two Japanese manufacturers display an interesting pattern: demand for Honda is concentrated in a horizontal band, whereas Toyota has two areas of high demand, one close to downtown and the other inland, in the area of Escondido. These location choices can be discussed in the context of theoretical models of spatial competition. For instance, in the case of product choice involving multiple characteristics, Irmen and Thisse (1998) show that manufacturers choose one dimension to completely differentiate while minimizing differentiation on other characteristics. Given our results, it seems that location serves as the differentiation dimension, because, within a car type, attributes of cars by different manufacturers are strikingly similar. The patterns observed in Figure 5 are consistent with this theoretical prediction about location choice.

6.3. Substitution Patterns
To gauge how consumers trade off and substitute among car types, manufacturer brands, and dealer locations, we compute cross-price elasticities for automobiles. Across all alternatives, the cross-price elasticities range from values very close to 0 to
a maximum of 1.2 for several cars that belong to the same type and brand. For illustration purposes, Figure 6 shows cross-elasticities for two cars at a single Ford dealership, which sells four different SUV models: the Escape, the Explorer, and the Explorer Sport (classified as small SUVs in our data); and the Expedition (a large SUV). The selected Ford dealership is placed at the origin of the \( x \) axis and other car dealers are located at the actual geographic distances from this dealership, in miles. In each panel of the figure, all alternatives with cross-price elasticity above 0.05 are presented, regardless of car type.

In most cases, the closest substitutes are cars of the same type. For example, the closest substitutes of the Expedition in the top panel of Figure 6 are other large SUVs, such as the Sequoia and the Tahoe (recall that the “car type” nest parameter is large). We also observe that the number of competitors with a cross-price elasticity larger than 0.05 is much higher for the Explorer than for the Expedition vehicles, although the magnitude of the cross elasticity is lower. It is interesting to note that in the top panel the cross elasticity to the largest Expedition is close to 1. Indeed, a consumer in the market for an Expedition has few alternatives to the selected dealership, and the cross-price effect expresses this. On the other hand, the much more crowded small SUV segment has many more substitutes available over which cross-price effects are smaller.

Besides car type, two forces affect the strength of competition: distance and brand name. Figure 6 shows that the shorter the distance, the higher the cross-price elasticities. For the two Ford cars (Expedition and Explorer), changes in prices at other Ford dealers have a stronger impact on demand than changes in prices of other brands. For example, a Ford Explorer sold at the dealership nine miles away is perceived as a stronger substitute than alternatives such as the Pilot or the CR-V sold at a dealership three miles away. We conclude that distance plays an important role in decreasing substitutability between alternatives. However, its differentiation impact is lower if cars share the same brand.

### 6.4. Supply

We find that the average manufacturer margin is $12,513, which includes both the immediate margin at the time of sale and other future cash flows related to the sale of the car. American manufacturers are estimated to receive a margin between $5,000 and $15,000 from premium SUV sales (Lienert 2003). As we stated in §1, being in the higher end of this range seems reasonable for San Diego, a location where consumers have, on average, higher purchasing power,
and most of the included car brands and types are in the medium- to high-end price segments.\(^{23}\)

For car dealerships, there are two quantities to discuss. First, in our data, we observe the direct gross margin for each car, i.e., the difference between the manufacturer price and the final price charged to the consumer by the dealership. On average, this value is $1,630, about 6.5% of the final price. Thus, compared with dealers, manufacturers get the lion’s share of gross margins in this industry. However, given that dealers will have future revenues from the servicing of cars, dealers also take those revenues into consideration in their pricing (denoted in Equation (11) as $\Delta$). Our estimates imply that dealers get, on average, a total value of $6,220 per car, which means that additional net revenues amount to $4,590. This seems to be a reasonable result, because industry reports state that profits resulting from car servicing are about four times the value of profits from selling new cars (NADA 2008).

As described in §5, we obtain the parameters related to fixed costs by shifting the location of each dealer to 11 hypothetical locations. Our estimates satisfy over 98% of the inequality conditions used. The point estimates and standard errors are presented in Table 3. We observe that the most significant variables are the distances of the dealership from the two main urban centers. These variables are estimated to have negative effects, implying that a greater distance from the city centers lowers the fixed costs of the dealership. The number of inhabitants at the dealer zip code and surrounding zip codes does not play a significant role in explaining fixed costs.

With the estimates $\hat{\beta}_2$, we obtain estimated values for the fixed costs of dealerships using $\hat{f}_d = x_d \hat{\beta}_2$. On average, we estimate fixed costs with an annual value of $3.6$ million.\(^{24}\) NADA states in its 2008 report that dealers spend on average about $2.2$ million on salaries and another $600,000 in other fixed costs, such as advertising and rent (NADA 2008). Although our estimate is slightly above this national average, we focus on the most important brands in San Diego. The high cost of land in California adds further face validity.

In measuring fixed costs as a percentage of dealer variable profits, we find values ranging from 14% to 36%. Honda has the largest dealers in the area, which helps dilute their fixed costs, presenting the lowest percentage of fixed costs to variable profits at 14%. Most brands have fixed cost percentages of 20%–26% of profits, except GM. GM has smaller-than-average dealers in the area, and although it presents lower fixed costs than most brands in absolute values, it represents a considerably larger percentage of profits at 36%.

Finally, we estimate the fixed costs of the manufacturers supporting each dealership in terms of distribution and marketing activities. We find that the manufacturer fixed cost of supporting a larger dealer is significantly higher, whereas the distance from the Port of San Diego, where the arrival of some cars from other countries occurs, does not explain the difference in costs.\(^{25}\) Using the estimates, and scaling to account for the fact that we only observe a portion of total transactions over two years, we find that, on average, manufacturers have costs between $2$ and $3$ million per year per dealership, representing about 27% of manufacturer costs. According to a Wall Street Journal report (Ball 2000), distribution costs (part of which are fixed manufacturer costs related to the network) may account for 20%–25% of a car’s costs, providing validity to our results.

### Table 3

<table>
<thead>
<tr>
<th>Agent</th>
<th>Variable</th>
<th>Mean</th>
<th>SE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturer</td>
<td>$\hat{\beta}_1$</td>
<td>359.57</td>
<td>124.48</td>
</tr>
<tr>
<td>Relative size of dealer</td>
<td>748.70</td>
<td>74.05</td>
<td></td>
</tr>
<tr>
<td>Distance from the Port of San Diego</td>
<td>$-1.21$</td>
<td>4.13</td>
<td></td>
</tr>
<tr>
<td>Dealer</td>
<td>$\hat{\beta}_2$</td>
<td>300.166</td>
<td>69.763</td>
</tr>
<tr>
<td>Interceptor</td>
<td>$0.027$</td>
<td>0.121</td>
<td></td>
</tr>
<tr>
<td>Population in dealer’s zip code</td>
<td>$-0.013$</td>
<td>0.025</td>
<td></td>
</tr>
<tr>
<td>Population in adjacent zip codes</td>
<td>$-5.053$</td>
<td>1.978</td>
<td></td>
</tr>
<tr>
<td>Distance from center San Diego</td>
<td>$-8.517$</td>
<td>3.708</td>
<td></td>
</tr>
<tr>
<td>Distance from center Escondido</td>
<td>$-8.517$</td>
<td>3.708</td>
<td></td>
</tr>
<tr>
<td>Relative size of dealer</td>
<td>$47.372$</td>
<td>$51.933$</td>
<td></td>
</tr>
</tbody>
</table>

\(^{23}\) We estimate markups that are slightly higher than the ones presented in Berry et al. (1995): 50% versus 30%. Besides the previously described reasons, we conjecture that this is because larger and more expensive cars have been introduced and have become popular since 1990 (the time period of the Berry et al. data).

\(^{24}\) Our data set includes only a portion of the total observations, as described in §4. We scaled the fixed costs obtained from the estimates to take into account the relative size of the observations in our data set.

\(^{25}\) These conclusions continue to hold if we draw manufacturers instead of dealers to construct bootstrap samples.

### 7. Evaluating the Impact of Lowering Demand

#### 7.1. General Approach

Motivated by the quote at the beginning of this paper wherein General Motors plans to revise its dealer network configuration, we investigate the impact of lowering demand using two simulations. First, we analyze the impact of a reduction of market demand on profits of dealers and manufacturers, which can serve as potential justification for General Motors’
desire for a leaner structure. We also discuss the results in the context of the so-called cash for clunkers program. Second, we analyze the impact of lower demand on the San Diego dealer networks of GM and Chrysler, and we compare our predictions of dealership closings to actual data. In each case, we consider the effects of lower demand on prices, quantities, and profits of retailers and manufacturers.

Our approach to measuring the effects of an economic crisis is to increase the appeal of the outside good and make consumers more likely to stay out of the category. To do this, we shift the utility of the outside good from an exogenously set value of 0 to a value of 0.7, leading to a market drop of about 30% in the general demand for automobiles over two years, similar to the effect of the 2008–2009 economic crisis. We note that this decrease is general to the entire market; i.e., it affects all zip codes similarly. We explore the robustness of this simulation using an alternative case where we increase price response to obtain a 30% drop in sales. We note that these scenarios are simulations of outcomes of model perturbations, such as the outside good preferences or the price sensitivity, but that the model does not explain the causes of such changes. Our increase in price sensitivity can be interpreted as the effect of an income reduction, because our model has income-specific price effects.

### 7.2. Prices and Margins in Response to an Economic Crisis

In this first simulation, we use our demand model with the more valuable outside option to obtain estimates of market shares, and we next use those estimates to obtain new dealer and manufacturer prices using the supply equations. We then iterate the demand and supply sides of the model until they converge; i.e., we stop iterating when \( \max_{\tau}(P^{\tau+1} - P^\tau) < \epsilon \), where \( P^\tau \) and \( P^{\tau+1} \) are the vectors of prices at iterations \( \tau \) and \( \tau + 1 \), respectively, and \( \epsilon \) is set to be very small (\( \epsilon = 0.01 \)).

We find that lower demand levels cause lower equilibrium prices, with dealer and manufacturer prices decreasing by an annual average of 13% and 11%, respectively. The drop in equilibrium prices partially offsets the initial negative demand shock caused by the economic crisis, leading to a final market size that is 21% smaller after two years. Table 4 shows that a decrease in quantity sold and in prices results in total gross margins becoming about 53% smaller. A dealer’s direct margin (consumer price minus manufacturer price) becomes negative for all brands, which implies that most dealers survive solely on their parts and services business during the crisis.

As a robustness check, we alternatively simulate an economic crisis by increasing consumers’ price sensitivity rather than their taste for the outside good.

We do this as a simple way to capture the effect of a change in disposable income, on which price response depends. In particular, we evaluate the consequence of raising price response by an amount that produces a 30% drop in units sold in the car market, the same amount as before. Empirically, this amounts to increasing the price coefficient by 50%, or the average own-price elasticity from \(-4.1\) to \(-6.4\). This implementation of a crisis affects expensive cars more than inexpensive cars and will lead to the substitution to the lower-priced cars and the outside good.

Substituting this enhanced price response into our model of demand and supply, we obtain counterfactual quantities and prices. Compared with the situation where the appeal of the outside is increased, final prices will be slightly lower, by an average of $550 less, than the prices in the previous scenario, while unit sales will recover more, leading to a final market reduction of 8% relative to the beginning of the recession. However, in terms of the net effect, this scenario of increased price sensitivity leads to total revenues for manufacturers and dealers similar to those shown in Table 4.

#### 7.3. Car Allowance Rebate System

In 2009, the U.S. government introduced a stimulus program, the Car Allowance Rebate System (also known as the cash for clunkers program), to counteract the effects of the economic crisis on the auto industry. The program provided $3,500 or $4,500 to a consumer who traded in an old car for a new one. In the previous section, we showed that optimal prices go down by between $3,000 and $6,000 over two years as a result of the demand shock, leading to a strong reduction of profits for dealers and manufacturers.

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Average Margins for Manufacturers and Dealers</th>
<th>Average Margins for Manufacturers and Dealers</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Before demand shock</td>
<td>After demand shock</td>
</tr>
<tr>
<td>GM</td>
<td>14,089</td>
<td>530</td>
</tr>
<tr>
<td>Ford</td>
<td>12,815</td>
<td>3,529</td>
</tr>
<tr>
<td>Honda</td>
<td>13,834</td>
<td>3,380</td>
</tr>
<tr>
<td>Chrysler</td>
<td>12,009</td>
<td>3,229</td>
</tr>
<tr>
<td>Toyota</td>
<td>14,853</td>
<td>2,872</td>
</tr>
<tr>
<td>VW</td>
<td>13,401</td>
<td>1,595</td>
</tr>
</tbody>
</table>

We note that the value of 0.7, leading to a market drop of about 30% in the general demand for automobiles over two years, similar to the effect of the 2008–2009 economic crisis. We note that this decrease is general to the entire market; i.e., it affects all zip codes similarly. We explore the robustness of this simulation using an alternative case where we increase price response to obtain a 30% drop in sales. We note that these scenarios are simulations of outcomes of model perturbations, such as the outside good preferences or the price sensitivity, but that the model does not explain the causes of such changes. Our increase in price sensitivity can be interpreted as the effect of an income reduction, because our model has income-specific price effects.

### Table 4

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Manufacturer margin/car ($)</th>
<th>Dealer margin/car ($)</th>
<th>Dealer and other revenues ($)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GM</td>
<td>14,089</td>
<td>530</td>
<td></td>
</tr>
<tr>
<td>Ford</td>
<td>12,815</td>
<td>3,529</td>
<td></td>
</tr>
<tr>
<td>Honda</td>
<td>13,834</td>
<td>3,380</td>
<td></td>
</tr>
<tr>
<td>Chrysler</td>
<td>12,009</td>
<td>3,229</td>
<td></td>
</tr>
<tr>
<td>Toyota</td>
<td>14,853</td>
<td>2,872</td>
<td></td>
</tr>
<tr>
<td>VW</td>
<td>13,401</td>
<td>1,595</td>
<td></td>
</tr>
</tbody>
</table>

We do this as a simple way to capture the effect of a change in disposable income, on which price response depends. In particular, we evaluate the consequence of raising price response by an amount that produces a 30% drop in units sold in the car market, the same amount as before. Empirically, this amounts to increasing the price coefficient by 50%, or the average own-price elasticity from \(-4.1\) to \(-6.4\). This implementation of a crisis affects expensive cars more than inexpensive cars and will lead to the substitution to the lower-priced cars and the outside good.

Substituting this enhanced price response into our model of demand and supply, we obtain counterfactual quantities and prices. Compared with the situation where the appeal of the outside is increased, final prices will be slightly lower, by an average of $550 less, than the prices in the previous scenario, while unit sales will recover more, leading to a final market reduction of 8% relative to the beginning of the recession. However, in terms of the net effect, this scenario of increased price sensitivity leads to total revenues for manufacturers and dealers similar to those shown in Table 4.

7.3. Car Allowance Rebate System

In 2009, the U.S. government introduced a stimulus program, the Car Allowance Rebate System (also known as the cash for clunkers program), to counteract the effects of the economic crisis on the auto industry. The program provided $3,500 or $4,500 to a consumer who traded in an old car for a new one. In the previous section, we showed that optimal prices go down by between $3,000 and $6,000 over two years as a result of the demand shock, leading to a strong reduction of profits for dealers and manufacturers.
Interestingly, the range of the predicted price reduction from our approach matches the amount given in the government program. With the financial situation of the American manufacturers and the effects of a severe economic crisis, it is unlikely that manufacturers could have survived if such a drastic price cut would have been implemented; it would have led to severe drops in margins while fixed costs would have remained at prerecession levels. Viewed in this way, the cash for clunkers program offered a temporary solution to the need to respond to the decrease in the demand for cars by shifting the final prices paid at the dealer closer to optimal prices without putting additional strain to the manufacturers’ already dire financial situation.

An interesting related question that we can answer using our model pertains to the effects of such subsidies on retailer behavior—namely, prices. Given that retailers know that consumers each have an additional $4,500 in disposable income to spend on a new car, it is possible that retailers would adjust final prices to account for this subsidy. With our approach, we are able to form an opinion about how much of the subsidy offered to consumers would likely stay with the consumers and how much would be transferred to retailers by means of price changes.

To investigate the simultaneous impact of an economic crisis and a car allowance rebate program, we perform a counterfactual analysis. After reducing the demand by the amount equivalent to the economic recession, with an increase in the appeal of the outside good, we apply the subsidy and reduce the prices faced by consumers by $4,500, which is equivalent to the amount offered by the government. Thus, in this counterfactual analysis, there is a $4,500 difference between the price charged by retailers and the price faced by consumers. Demand takes into account the benefit of the car allowance, and manufacturers and retailers set their prices by taking into account this windfall in consumer demand. Given that consumers now face a lower price, the probability of buying a car goes up, and retailers are likely to move prices up to face this new increase in demand. With these two conditions, that is, (1) an increase in the popularity of the outside good that would cause a drop in the market by 30% and (2) a subsidy such that prices faced by the consumer are $4,500 lower than the ones charged by dealers, our results show that retailers would charge on average $1,542 more per car than in a situation without the subsidy program, leaving an average of $2,958 in the hands of consumers.

We note that in a related study, Li et al. (2010) also find that the cash for clunkers program provided incentives to consumers that lead to an increase in the number of cars sold for the duration of the program, with part of this increase being due to the anticipation of demand from posterior months. Our model abstracts from this intertemporal effect and measures the direct impact on prices and sales of the subsidy. Additionally, it is also likely that the program affected some consumer segments more than others, depending on the consumer’s income level, whether the consumer owned a car that qualified as a possible “trade-in,” or other demographic characteristics. For example, Bruce et al. (2006) show that providing cash rebates may attract consumers in negative equity situations. Trade-in or equity information is not present in our data set, but our model includes income effects on price sensitivity, making the impact of the program segment specific.

7.4. Reducing the Number of Dealers

The continuous decrease in demand led some manufacturers to close some of the less profitable dealerships. We show the effects of closing alternative dealerships for GM and Chrysler in Table 5. We implement a 30% drop in demand for GM and a 50% drop for Chrysler, matching industry reports (Zino 2009), and we obtain the respective unit sales and margins as previously described. In each row, for GM and Chrysler, we show the numbers for the current dealer networks and the results of removing a given dealership, identified by its zip code, from the market. For each case, we present the total number of cars sold, variable profits, and fixed costs across all the remaining dealerships in the manufacturer’s network, as well as the actual decision if any, by the manufacturer to close the dealership.

Looking at the values presented in Table 5 for GM, we observe that the GMC dealership is the best candidate for closure from the dealer network side; i.e., if that dealership were closed, the remaining dealerships would net a profit of $675,000, larger than the current network profit of $305,000. At the same time, closing that dealership will yield only a small drop in the profit to the manufacturer, because fixed costs of both the manufacturer and dealer networks go down significantly when the GMC dealership is closed, and this leads to a much leaner structure, one of the desired objectives of GM’s restructuring plan. Based on these results, our model supports GM’s and the dealer’s decisions to close down the GMC dealership, which happened at the end of 2009.

Consider now the case of Chrysler. Closure of the dealerships located within the 91950 and 92111 zip codes would lower the manufacturer and dealer profits of the remaining network considerably, leading us to conclude that these dealerships should not be closed in the near future. We predict that the other two dealerships, located within the 92029 and 92064 zip codes, are potential targets for closing because
fixed costs for Chrysler would drop significantly, and manufacturer profits would stay almost constant. Between these two dealerships, our model recommends the closure of the dealership located within the 92029 zip code, with better numbers in terms of cost savings and dealer network profits, matching Chrysler’s only closing decision in this market. We conclude that our predictions show face validity and demonstrate the usefulness of our approach regarding decisions on reducing the size of outlet networks of manufacturers.  

8. Conclusion and Future Research

This paper analyzes demand and supply for cars using transactional data. It provides insight into the effects of a severe reduction of demand, caused, for instance, by an economic crisis, on the car industry and more specifically on dealer networks. We provide a number of substantive insights and an approach that can help in the decision making of manufacturers and policy makers.

On the demand side, we define a purchase option as a combination of a car, with its product attributes, and a dealer, with its own characteristics and location. Utilities for such purchase options are therefore informative about the consumer trade-off between preferences for dealer location and car characteristics, including price. Using a large transaction-level data set, we show that the effects of physical distance between buyers and sellers are important and cannot easily be ignored when studying demand and substitution patterns in the car industry. Specifically, our analysis suggests that substitution even among pairs of cars of the same brand quickly fades as the dealers selling them are located farther away from each other. We find that each dealership has a localized demand area and that choice probabilities decrease at a fast rate with distance between buyers and sellers.

Using the demand estimates and assuming profit maximizing behavior of both manufacturers and dealers, we can estimate gross margins of agents and fixed costs of running a car dealership. We investigate the impact of a demand reduction, similar in size to the economic crisis that started in 2008. We find that dealer and manufacturer prices would decrease by an annual average of 13% and 11%, respectively, and that total gross margin would decrease by about 53%. Our second application focuses on network size choices, given the new demand conditions. We exemplify the usefulness of our model in measuring profits when a manufacturer considers reducing the size of its dealer network.

We followed the previous literature that modeled demand in the car industry as static (Berry et al. 1995, 2004; Petrin 2002). Therefore our analysis does not provide insights on intertemporal decisions of consumers, which can be important generally in durable goods and more specifically in the car industry. We leave this for future research.

Finally, we believe that our approach can be broadly applied to settings outside the car industry. Specifically, it can be used when manufacturers are interested in evaluating the effects of location of outlets on demand and competition, e.g., in the banking or gasoline industries, where store location plays an important role in the success of the products and services of a firm. It can also be applicable to categories in decline, where manufacturers must choose which outlets to remove from the market to maximize the profits of the manufacturer’s dwindling products.

---

26 We note that although immediate profits for both GM and Chrysler are predicted to go marginally down when they close these dealers, their decision is justified by two factors: First, we do not include in our analysis the savings from decreases in other fixed costs, such as production and related salaries, that happened in 2009 as a result of widespread reductions in production and in the dealer network. Second, both GM and Chrysler had the need to create much leaner and efficient structures to satisfy government regulation, which increases the importance of cutting fixed costs in the manufacturer and dealer networks.
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In their article, “Measuring the Impact of Negative Demand Shocks on Car Dealer Networks,” Bronnenberg and Albuquerque (hereafter BA) develop an empirical model of the automobile market by specifically accounting for consumer, dealer and manufacturer behavior. This is a provocative and thoughtful paper that addresses several key issues centered on the role of the dealer network in determining prices and profits under different economic conditions. More generally, the paper makes an important contribution to the study of the auto market. In this comment, we explore three issues raised in their paper but we take a somewhat different approach. Instead of developing empirical estimates to conduct counterfactual experiments, we look to the analytic durable goods and channels literature to develop predictions on what one might expect if a) there were a downturn in the economy, b) a manufacturer decides to reduce its dealer network, and c) the government decides to provide “customer cash” in exchange for a used car. In addition, we supplement this discussion by bringing in new institutional data to enhance and support the claims made in their paper.

Dealer Profitability

BA use a unique data set that contains the actual transaction price and invoice price of each car sold along with the location of the buyer. This allows them to infer a number of unobserved (to them) values, one of which is the total variable profit of a dealership denominated in terms of new car sales. For convergent validity, we use a variety of publically available data to gauge the magnitude of this variable profit as well as its sources. In particular, we specifically account for: a) dealers normally get an additional 2% margin (of the wholesale price) that is held back by the manufacturer until a latter period of time; b) the variable costs associated with selling the vehicle other than the wholesale price; and c) the three other revenue generating departments within the dealership. In the appendix we detail our calculations. We find the net profit per car of the four revenue producing departments (denominated in terms of new car sales) are $1,675 for the new car department, $1,047 for any
associated used car sales, $2,390 for parts and service and $1,368 for finance charges yielding a total variable profit of $6,450. This is very similar to BA’s estimate of $6,220 of total variable profit showing the power of their structural model to infer the dealership’s variable profit from their data set. What is new here is that we can breakdown the authors’ $\Delta$ into its different components and in the process get a clearer picture of how a dealership generates net revenue before fixed costs.

**Downturn in the Economy**

BA estimated the impact of a 30% decrease in demand on the optimal wholesale and retail prices. They did this by a) increasing the attractiveness of the outside good relative to the considered set of cars, and b) increasing consumers’ sensitivity to price. Since the two approaches yield different quantitative results, it is of some value to ask why?

We can do this by using a simple analytic model of demand for two competing firms and ask what happens to prices, quantities and profits when different elements of the demand function are affected. It is straightforward to show that in equilibrium, downward shifts in demand or increases in the slope of demand with respect to price will lead to lower retail and wholesale prices as well as lower quantities sold in equilibrium. What differs, however, is the magnitude of these changes. Thus, in studying the effects of a major downturn in the economy, the key question is “which of these two elements of the demand function are affected?” Is it a decrease in the intercept such that all consumers have a proportionally lower willingness to pay? Or is it the case that people become more price sensitive, thereby increasing the slope of the demand curve? Without knowing which type of behavior would occur it is impossible to use counterfactual analyses to determine the actual magnitude as witnessed by the two different estimates provided by BA.

**Dropping Dealerships**

Just prior to the downturn in the economy, the big 3 domestic automobile manufacturers had 13,310 dealerships compared to 7,293 dealerships for the imports. Although this larger number of dealerships gave the domestic manufacturers much broader market coverage, their average volume of sales/franchise was substantially lower compared to
many of the more popular imports.¹ For example Toyota dealerships sold an average of 1,500 vehicles or more per year before the downturn. This is compared to approximately 550 vehicles per year for Chevrolet and Ford dealerships. Consequently these domestic dealerships tended to have lower profits, which in turn led to less capital available to invest in facilities, service, inventory, etc., all factors that lead to higher sales. Thus, it is not surprising that Chevrolet, Ford and Chrysler were gradually reducing their networks in the three years prior to the downturn in 2009 even while the three major Japanese manufacturers were either increasing or at least not decreasing their networks.

While it may be clear that dropping some of the domestic manufacturers’ dealerships was optimal from an aggregate level, it is less clear how this should play out at the local level. If there are no specific manufacturer costs associated with handling each dealership, one might think manufacturers would always be better off with more dealerships. Specifically, by having broader market coverage, manufacturers are able to lower consumers’ average travel costs. This should increase consumers’ willingness to pay, which in turn should lead to higher equilibrium retail (and wholesale) prices. However, increased coverage also leads to increased competition among dealers (and thus among manufacturers), thus leading to lower wholesale and retail prices (e.g., McGuire and Staelin 1983; Lal and Narasimhan 1996; Iyer 1998; Rao 2010). Thus the question is whether it is better to have broader market coverage and higher competition or lower market coverage and reduced competition?

In a standard circular city model, it is straightforward to see that the optimal number of dealerships will be influenced by the dealer’s fixed costs (Salop 1974). In this case, dropping a dealership corresponds to making the market less competitive and also increases a consumer’s transportation cost, both of which raise the equilibrium price. More recently Lee et al. (2010) show that in situations where there is minimal differentiation between the competing manufacturers’ products, manufacturers are better off reducing coverage by dropping one of their dealerships even when there are no fixed dealership costs or any reduction in the

---

¹ For historic reasons, the domestic manufacturers had many more rurally located dealers than the imports. Moreover their market share was higher in these rural regions due in part to their dominance in truck sales. With this noted, rural dealerships tended to have lower volumes than dealerships located in metropolitan areas.
manufacturers’ “fixed” costs associated with servicing the individual dealerships. Perhaps just as important, their results show that channel system profits can increase when certain dealers are dropped, thus leaving both levels of the channel better off. The basic intuition behind their results is that in these situations, it is better to reduce inter-brand competition, even if this reduction is done at the expense of reducing market coverage.

BA’s empirical result that it is best for a given manufacturer to drop a dealership is based in part on eliminating fixed costs. In their case the fixed costs are associated with the manufacturer servicing a dealer. In effect, their “fixed” costs are variable when the analysis is at the dealer (versus new car sales) level. Given that reducing these fixed costs is an added benefit, one might ask why the big 3 domestic manufacturers did not reduce their dealer network before 2010? There appear to be two main reasons. First there were significant transaction costs due to the legal contracts between the manufacturers and the privately owned dealers. In addition closing of any dealership causes loss of trust and morale among the dealer system. Even so GM did close down Saturn and Pontiac dealerships prior to 2010. However, once GM and Chrysler claimed bankruptcy these transaction costs of closing down a dealership were greatly reduced.

A second reason, and one more directly connected with BA’s analyses, appeared to be the concept of what is marginal and what is fixed in terms of manufacturer costs. It is standard industry practice for the manufacturer to provide support to its dealer system by having field staff help with sales, marketing, and parts and service. (Inventory costs are born entirely by the dealer.) Dropping one or two dealers from a network of dealers in a given market area may not lead to as much savings as estimated in BA mainly because the manufacturer must still provide the remaining dealers the necessary service. This is clearly illustrated by the following quote from a senior executive at Honda.

“Let’s use San Diego as one example, which by the way has five dealers. We have a rep that covers sales and one for service. We also have a parts delivery truck that delivers parts daily (overnight) to each of the dealerships and also the inter connectivity (soft costs of data, reports etc.) The actual cost savings of eliminating one dealer in that market is difficult to calculate, and probably at best, nominal, given the sunk costs of
two reps in the market and the fact that the truck heads to San Diego every night to deliver the remaining four dealers parts.2"

Thus, it appears that the greatest savings associated with dropping a dealer would occur in market territories where a manufacturer only has one dealer and thus a system that is unique to that dealer. Of course, the manufacturer would also need to consider the implications in terms of market coverage. Also, given that location is so important in developing a dealer network probably the most important issue in dropping one dealer from a system is how to realign the remaining dealers to insure good market coverage. This was certainly the practice of GM prior to the mass closings where they often would have one or more dealerships move to a new facility after consolidating a given region.

Cash-for-Clunkers

Modeling the automobile market or durable goods in general, is challenging because it brings in several unique characteristics of the product. In particular, we need to account for secondhand markets, trade-ins, financing and credit constraints, product improvements, and expectations of future prices. Accounting for these issues has led to a vast literature in which scholars have honed in on these effects.3 The CARS program is a fascinating case study of the durable goods market, because it has most of the elements that have occupied researchers’ interests over the years.

The CARS program was a $3 billion government initiative that in effect ran from July 1 to August 31st 2009 and was designed to stimulate new auto sales and enhance the fuel efficiency of the country’s fleet paying consumers either $3,500 or $4,500 depending on the cars traded-

---

2 We also talked to a high level GM executive who basically said the same thing. He added that closing dealerships was more about insuring that the remaining dealerships were more profitable than trying to save on “fixed” costs. That is because without significant dealer profits, these dealers will not invest in new technologies, plant, equipment and inventories, all of which are believed to increase new car sales.

3 Durable goods have been studied extensively, beginning with the Coase (1972) conjecture and its subsequent formalization by Bulow (1982) and Stokey (1981). In marketing, researchers have studied product innovations in durable goods markets (e.g., Levinthal and Purohit 1989; Sankaranarayanan 2007; Koenigsberg, Kohli and Montoya 2011), the effect of secondhand markets (e.g., Purohit 1992; Rao, Narasimhan and John 2009; Yin, Ray, Gurnani and Animesh 2010), and the financing or leasing/selling of durables (e.g., Desai and Purohit 1998, 1999; Chien and Chu 2008; Bhaskaran and Gilbert 2005, 2009; Desai, Koenigsberg and Purohit 2010). For an excellent review of durable goods, see Waldman 2003.
in and purchased. In addition an important and unstated goal was to stimulate sales of new vehicles from domestic manufacturers. Because of anti-trade issues, the government could not require the new vehicle be purchased from a domestic manufacturer. However, because the traded car had to be rated as getting 18 mpg or lower, the program was designed to favor domestic manufacturers since most of the vehicles that met the trade-in mpg qualification were trucks and domestic makes. In theory domestic manufacturers would be helped as long as customers showed some brand loyalty and bought a similar make of car. However, this did not appear to be the case. Although the five most traded-in makes were domestic, the most popular makes purchased tended not to be from domestic manufacturers (see Table 1). Toyota had 2.6% of the traded-in vehicles and 17% of the new sales, while Honda had less than 0.5% of traded-in vehicles but 12.9% of new sales.

Table 1:
Top Five Makes Traded-In under the CARS Program and their share of New Sales

<table>
<thead>
<tr>
<th>Make</th>
<th>Percent of Total Trades</th>
<th>Percent of Total New Car Purchases</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ford</td>
<td>28.9</td>
<td>13.3</td>
</tr>
<tr>
<td>Chevrolet</td>
<td>17.5</td>
<td>12.7</td>
</tr>
<tr>
<td>Dodge</td>
<td>10.9</td>
<td>3.6</td>
</tr>
<tr>
<td>Jeep</td>
<td>9.4</td>
<td>1.6</td>
</tr>
<tr>
<td>GMC</td>
<td>5.1</td>
<td>1.4</td>
</tr>
</tbody>
</table>

With this noted, the government’s unstated goal did seem to alter another dimension of consumer behavior in that of the 677,842 vehicles traded-in by consumers, only 14% were passenger cars while the remaining 86% were trucks; on the other hand, 59.2% of the new vehicles purchased were passenger cars while the remaining 40.8% were trucks. Thus, the requirement of a minimum MPG for the new vehicle tied to the dollar amount created an incentive for consumers to purchase passenger cars.

This switching of purchase behavior from trucks to cars has important implications, not only for new car sales in 2009, but also for future years. We know that consumers learn from

---

4 Source: NHTSA (2009)
each purchase experience and this learning affects subsequent purchase behavior. For many consumers, this new vehicle was a major shift in terms of size of the vehicle and the cost at the pump, since the program required them to buy a more energy efficient vehicle. In effect, this program got consumers to sample what it is like to ride in such a vehicle. This learning could have long-term implications and could bode favorably for maintaining consumer demand for energy efficient cars in the future. If the CARS program had followed the German model of being a simple discount for all cars beyond a certain age, it would not have had the secondary effect of helping change consumer behavior in the long run. It also emphasizes the point that often such major policy interventions can alter the underlying demand structure within an industry and thus have unanticipated longer term side effects.

It can be argued that the CARS’ incentive would merely steal from future demand, somewhat similar to post-promotion dips found when promoting non-durables. However, this did not appear to happen. There was a minor drop in the seasonally adjusted sales in September but sales were at the pre CARS level by October. Consequently, the vast majority of CARS sales were incremental. We know from the modeling work of Norris et al. (2006) that a) consumers often consider not only new cars, but also (cheaper) used cars and b) the availability of credit (or in this case “customer cash”) can affect a consumer’s choice of which type of car (new or used) to purchase. Given the tight credit market in 2009, many CARS consumers probably would have bought a used car to replace their old car (which they could have purchased used in the first place). In effect, the CARS program pulled consumers into the new car market, consumers who, without the program, may never have considered a new car purchase. While it is difficult to explicitly incorporate the used market in the empirical analysis of BA (used cars are part of the outside good in their model), the used market plays an important role not only for consumers but also for dealers who often earn higher profits from sales of used cars. Thus, any analysis of the total impact of the CARS program needs to take into consideration the used car market.

A second interesting issue associated with these cash incentives is the extent of “pass through.” In a simple sense, the consumers got the cash offered by the government and used it to pay for the vehicle, the dealers and manufacturers make additional sales, and the entire
economy benefits. This would be the case if cars were sold at a fixed, non-negotiable price and there were no complications of pricing additional options for the car. However, because haggling over price is the norm in the US auto market, it is very possible that the dealers will appropriate some of the incentive (Desai and Purohit 2004, Busse, Simester and Zettelmeyer 2010). Furthermore, empirical research has shown that consumer willingness to pay for the new good is also influenced by the prices on the trade-in. For example, when consumers are overpaid on a trade-in, they can overpay the dealer for the new car (e.g., Purohit 1995; Okada 2000; Zhu, Chen and Dasgupta 2009; Rao, Narasimhan and John 2009; Kim, Rao, Kim, Rao 2011). By definition, the government is overpaying for the trade-in (otherwise the consumer would not trade-in) so the above-mentioned research implies consumer will pay a higher price for the new car. We also know from prior research that when manufacturers give cash incentives to consumers, only 70% to 90% of this cash incentive goes to consumers and the rest is pocketed by the dealer (Bruce, Desai and Staelin 2003; Busse, Silva-Risso and Zettelmeyer 2006). Coupling this statistic with the fact that overpaying for a trade-in implies consumers are less aggressive in negotiating, is in concert with BA’s estimate of a 66% pass through rate associated with the CARS incentive. Interestingly, since the CARS program also shifted demand outward it should have also had an impact on consumers who do not qualify for the program. In particular, these consumers likely ended up paying a higher price than they would if the CARS program were not offered. Both effects should have lead dealer margins to increase during the CARS program period, a fact confirmed in our discussions with one industry expert.

Finally, both empirical and theoretical research suggests that offering discounts on a new car brand also lowers the market price of the associated used cars since the two markets both satisfy the need for transportation (Purohit 1992; Purohit and Staelin 1994). However, in this case the traded-in vehicles were scrapped and taken out of circulation. Not only did this provision in the program ensure that older and more polluting cars were removed from the road, it also insured that consumers who do not participate in the CARS program were not hurt by seeing the value of their car negatively affected by the otherwise large increase in the supply of used cars.
In summary, we believe the automobile market offers a great setting for studying many complex issues associated with the interactions of consumers, firms and the government. BA’s empirical study provides one more approach for gaining insights into the inter-workings of this industry. Our comments are aimed at reinforcing these insights and extending them to help the interested reader better understand some of the complexities and institutional settings that make this industry so exciting. We also have tried to provide substantive findings in terms of profits and costs that might be useful for others working in this area. Finally we hope that our comments inspire others to explore the other issues raised in this comment.

Appendix

BA reports that the average difference between the transaction price and invoice price in their sample is $1,630, and this is approximately 6.5% of the final retail price. We note, however, that this margin does not include any holdback fees, nor does it reflect any direct selling costs such as sales commissions. The former normally is in the range of 2% of the selling price and the latter, based on publically available data, runs about 28% of the gross profit.\(^5\) Thus, the net margins for new cars is $1,630*.72 + ($1,630/.065)*.02 = $1,675. Note that this figure is net profit compare to BA’s stated figure for gross profit. BA also infers the net profit coming from the other dealership activities, i.e., the sale of used cars, parts and service and finance charges as well as any additions/subtractions due to the differences between the gross and net profit for new cars. Table A1 provides the breakdown of total revenues and gross and net profits for each of these profit centers for a major dealership. Assuming that the gross margin on a new

\(^5\) There are 6 publically traded companies that own and operate automobile dealerships. All the numbers that we report come from these financial statements.
car sale is $1,630 as reported in BA, we know that the selling price is 25,077 and the total revenue/new car sold is $45,594. From this we can determine the corresponding gross and net profits associated with different sources. As can be seen from this table, these figures suggest that addition to netting $1,675 on the new car, the average dealer’s net variable profits are $1,047 for any associated used car sales, $2,390 for parts and service and $1,368 for finance charges for a total of $6,448.

<table>
<thead>
<tr>
<th></th>
<th>Gross Profit %</th>
<th>Net Profit %</th>
<th>Net Profit $</th>
</tr>
</thead>
<tbody>
<tr>
<td>New Car Sales</td>
<td>55%</td>
<td>8.5%</td>
<td>6.0%</td>
</tr>
<tr>
<td>Used Car Sales</td>
<td>29%</td>
<td>11%</td>
<td>7.9%</td>
</tr>
<tr>
<td>Financing and Insurance</td>
<td>3%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>Service and Parts</td>
<td>13%</td>
<td>56%</td>
<td>40.3%</td>
</tr>
</tbody>
</table>

Table A1: Share of Revenue and Gross Profits for a Major Dealership

---

6 This includes the 2% holdback.
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It is my pleasure to provide some perspectives on this article, and more generally on the research stream in marketing science on integrated demand and supply modeling. I will start by highlighting the specific contributions of the article I found most interesting. Then I will discuss some limitations and I will describe how these may be overcome by alternative research methods and data sources.

Bronnenberg & Albuquerque’s stated objective is to “study the behavior of consumers, dealers, and manufacturers in the car sector and present an approach that can be used by managers and policy makers to investigate the impact of significant demand shocks on industry profits, prices, and market structure.” That is an ambitious undertaking, as it aims to create relevance and credibility with distinct audiences, viz. academics, managers and government agencies. These audiences have different value systems, for example academics favor generalizability (broad applicability of the research methods and findings) and managers value context (capturing the richness of the specific problem at hand). Following the INFORMS mantra “the science of better”, I take the viewpoint that the ultimate raison d’etre of this research is the improvement of managerial and public policy decisions. Descriptive models of agent behavior (in this case consumers, manufacturers and dealers) play an important role in this enterprise, but they are not the end goal. As such my comments will focus on the opportunities for influencing management and public policy practice.

In this context, the Bronnenberg & Albuquerque article performs remarkably well. The article systematically and thoroughly examines the behavior of the market participants, based on established economic primitives, and estimates the resulting equations using state-of-the-art econometric methods. In particular, the authors demonstrate ingenuity in their choice of response and cost estimators, based on both statistical and economic principles. Finally, the completeness of the model allows the researchers to examine some scenarios of interest to business and public policy, such as their estimate of the two-third pass-through effect on consumers of the “cash for clunkers” government subsidy in 2009, and their assessment that the 30% drop in US car demand due to the recent recession resulted in an 11% annual drop in car prices. Of particular relevance is the authors’ inclusion of spatial competition, i.e. the combined influence of “brand” attributes (at the manufacturer level) and “location” attributes (at the dealer level) on consumer utility. As
such, the paper takes market response modeling to a higher level of realism and relevance, which is no small accomplishment.

I conclude that this research succeeds in its first, descriptive goal, as the paper clearly makes incremental scholarly contributions. The second and third goals require more scrutiny, as their intended audiences are different. In particular, some empirical findings in the paper may be viewed as “straightforward” to managers in the sector. For example, dealers and manufacturers likely have first-hand experiential knowledge of competition between dealer locations, without the use of formal spatial models. When deteriorating demand conditions force dealer closures, it should not be difficult for a manufacturer to meaningfully rank order the candidates. On the other hand, the authors’ estimation of the net effects on consumers and dealers of a government stimulus program should be a novel and important insight for all audiences. In this applied context I will discuss, in turn, the role of assumptions, the expansion of information sources, the importance of model validation and the study of intertemporal decision making.

1. Assumption dependency.

The authors are careful to state the assumptions underlying their models. By my count, there are 21 such formal assumptions in the paper, 17 with respect to agent behavior and 4 statistical assumptions. This count demonstrates the “assumption dependency” of structural models that are empirically implemented. The consumer behavior (demand) assumptions such as utility maximization are generally accepted, and since purchase observations in this B2C context are abundant (over 15,000 in this case), they lend themselves to empirical testing as needed.

By contrast, the dealer and manufacturer (supply) behavior assumptions such as profit maximization may be more restrictive. This is an area in need of further research. Supply and pricing decisions are strongly context dependent, in particular the context of the time period in which the decisions are made. For example, car makers have annual production goals and sales quota, and the extent to which actual demand tracks toward these quota is a principal driver of their behavior. In addition, as auto manufacturers are publicly held firms, they face quarterly and annual financial disclosure requirements that can influence their decision making, in some cases leading to myopic behaviors (Mizik 2010). In sum, the assumption that suppliers are perennially in profit maximization mode needs more scrutiny, especially when the model results are applied to a holdout sample that represents a severe economic crisis.

From an econometric perspective, the context dependency of automotive decision rules can be handled with time-dependent or state-space models, in particular those that accommodate demand forecasts, capacity utilization and model-specific sales quota. This has been done in an automotive setting, for example by Roy et al. (1994), who developed optimal pricing rules for leader and follower car makers that incorporate demand forecasting models and forecast errors.
2. Expansion of information sources.

The paper follows an established tradition in industrial organization research of distinguishing between observations known to the researcher and the economic agents, and observations known only to the agents. That “information deficit” then leads the researcher to make economic behavior assumptions in order to identify the unobserved influences in the model. This is standard practice in the economics literature but, in my view, less useful in a marketing science context, for two reasons. First, it has been shown that the combined use of database models and managerial intuition provides results that are superior to the use of either in isolation (Blattberg and Hoch 1999). Second, more value will be created when research insights are “new to managers” as well as “new to researchers” (Bucklin and Gupta 1999).

Some survey research on managers can clarify the economic motivations on the supply side and result in models that are easier to estimate and enjoy higher face validity. As an example, Steenkamp et al. (2005) completed 52 manager interviews on the nature of their retaliatory behavior when their brands are attacked by competitive promotions and advertising. The high response rate to this survey (37%) illustrates that managers are quite willing to discuss their decision motives, at least in an anonymized context. These interviews led to conclusions that helped specify the models and corroborated the theoretical and econometric findings in the article.

In addition, supply-side data are becoming available through web based aggregators, notably in the automotive sector. Furthermore, when the firms under study are publicly held, their stock prices provide important external estimates of their future profitability, and these data are just as easily observable to researchers as they are to consumers and managers. Data on investor response have been used successfully to interpret managerial moves as either value enhancing or value destroying (see Srinivasan & Hanssens 2009 for a review).

In conclusion, it is increasingly possible to test and/or relax several of the economic-behavior assumptions by new data sources that will significantly enhance the acceptance and usability of structural models by managers.

3. Model Validation

The paper uses three forms of model validation: 1) the usual in-sample validation, for example against models without price endogeneity control, 2) a cross-sectional out-of sample test using several ZIP codes that were not used in estimation, and 3) a “reasonable results” test by comparing the model estimates to those reported in popular media that have industry expertise, such as published articles in the Wall Street Journal, the Detroit Bureau and the North American Dealer Association.
These validation runs are impressive, but they don’t have the benefit of specific benchmarks that would be expected for application in industry. For example, we do not really know that a 0.79 correlation between actual and predicted market shares is a “good hold-out validation result,” especially since there is no time split in this test. On the other hand, the authors’ also used their model, estimated on 2004-2005 data, to predict some dealer closings after 2008. That is an unusual and persuasive holdout test on two of the seven brands in their sample. It would be very informative to see the model’s accuracy on all seven brands’ dealerships.

I emphasize these validation alternatives because, in my experience, the standards for model validation are higher in industry than in academic publications, in part because industry faces risks in using models for decision making that academics don’t have. The most straightforward and accepted validation exercise is the controlled experiment. For example, the B2B buyer behavior model in Kumar et al. (2009) was validated with an experimental design that led to the remarkable insight that a customer approach to personal selling - as opposed to a traditional product approach - could simultaneously increase sales, lower costs, increase profits and increase customer satisfaction.

Controlled experiments are not realistic in many empirical settings, including the present study. However, non-experimental models can be validated based on the important principle of forecast superiority, which is often overlooked in economics-based modeling. In this case, a simple time-series extrapolative model of behavior can be used to establish a predictive performance benchmark. Then the value of structural knowledge is assessed by the degree to which the structural model beats the extrapolative model in forecast accuracy. Such tests are often based on the principle of Granger causality. In short, X Granger causes Y with respect to the information set containing X and Y if the forecast error of the model Y=f(past Y, past X) is lower than that of the model Y=f(past Y). As an application in the automotive sector, Roy et al. (1994) established empirically that Ford acted as a Stackelberg price leader in a segment of the market by conducting Granger causality tests on price movements. From a marketing substantive perspective, Granger causality tests help establish the economic and managerial value of collecting additional data and building more complex market response models.

4. Exploring the time dimension

In their conclusion, the authors acknowledge that intertemporal decision making is absent from their model, and leave that as an important area for future research. Indeed this time dimension is essential, in part because actions that take place under stationary vs. evolving conditions can have widely different impact on demand and profitability (e.g. Dekimpe and Hanssens 1995). For example, it has been shown in both the consumer products and automotive sectors that about two thirds of weekly time periods reflect business conditions that are stable, with the remaining one third either improving or deteriorating (Pauwels and Hanssens 2007). The most pivotal time
periods for a business, i.e. those when a deteriorating situation is turned around, represent only one to six percent of weekly observations. If marketing and other supply actions can cause performance turnarounds (as shown in the article), then future research should focus on such punctuating equilibrium conditions, as they imply that future outcomes are path dependent. Various dynamic models may be used for that purpose, including cointegration and vector error-correction models, Kalman filters and dynamic linear models at the aggregate level, and agent-based models at the individual level. I refer to Lee et al. (2009) and Rand & Rust (2011) for comparative reviews of time-series methods and agent-based models, respectively.

For research endeavors that combine demand and supply drivers, systems of time-series equations are particularly appealing (e.g. vector autoregressive models, vector error-correction models, dynamic linear models). Separate equations are specified for the behavior of consumers, manufacturers, distributors, competitors and, in some cases, investors. The equations may or may not incorporate certain equilibrium conditions among the variables, and tests are available on the existence of such equilibria. The estimation requires extensive databases over time, and possibly across markets (e.g. in panel VAR models). The major strength of such system-dynamic models is that they readily incorporate feedforward and feedback loops (i.e. endogeneity) and are specific about intertemporal response behavior. For example, impulse-response functions show how the long-term system’s response to a shock builds up or dies out. As marketing databases become increasingly granular – for example from monthly to weekly to daily data – these methods gain in relevance and applicability.

In the present context, the authors’ analysis of demand shocks demonstrates how the evolution of automobile demand is critically important for dealer and manufacturer profitability. But what constitutes a demand shock? The authors define it as a sustained, two-year drop in car demand, simulated as an increase in either the utility of consumers’ outside good, or in their price sensitivity. When this occurs, diligent car manufacturers will update their demand forecasts quickly, for example with the help of weekly car sales reports issued by third-party data aggregators. A prolonged slump in demand would not be a shock for very long, and both dealers and car makers would at least have the capability to initiate corrective actions, including adjustments to their product portfolio, to advertising spending, pricing and dealer incentives. Reaction time and reaction effectiveness thus become important determinants of manufacturers’ and dealers’ revenue and profitability. They can be estimated with dynamic response models, which are outside the scope of the present study.

Furthermore, if automobile manufacturers were slow to recognize these new prevailing demand conditions, their investors would motivate them to act more quickly. We know that, at the investor level, all value-relevant shocks are reflected in stock prices immediately, and are fully incorporated over a relatively short time period. As an example, again in the automotive sector, Pauwels et al. (2004) estimated that new-product introduction shocks take six to eight weeks to be fully incorporated in the manufacturer’s future earnings outlook, i.e. its stock price. This observable reaction is much faster than the time to peak consumer adoption or the time till the
next new-model launch (typically about six years, with a minor face lift after about three years). In conclusion, investor response is an important and overlooked source of information on the long-term profit impact of demand shocks, and can readily be incorporated in dynamic models.

In conclusion, the Bronnenberg & Albuquerque article provides a convincing demonstration of the power of integrated demand and supply modeling in marketing. Their models are analytically rigorous and, when applied to high-quality data, create opportunity for important managerial and public policy insights. My comments have focused on four areas of future research that will enhance the strategic value of such structural models: explore new data sources to reduce the researcher’s “information deficit” relative to that of managers, use data and models from the operations, finance and accounting fields to make the models more context relevant, create prediction based model validation to gain managerial acceptance, and use dynamic models to study intertemporal behavior of consumers and suppliers. In my view, progress in these areas will create a unique research stream in marketing science that is well differentiated from its source disciplines such as statistics and economics.
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Rejoinder to Commentaries on Albuquerque and Bronnenberg

We thank Dominique Hanssens, Devavrat Purohit, and Richard Staelin for their insightful commentaries on our paper on dealer networks and demand shocks in the car industry. Jointly, the commentaries raise many interesting issues, albeit that some are beyond the scope of our paper. In this rejoinder, we focus on two common themes in the commentaries, and in both cases, outline how our approach can be supplemented with alternative models and data. First, we reflect on our modeling approach and the potential use of additional data. Second, we revisit several of the implications of our model, both in the context of the remarks by Hanssens, and Purohit and Staelin.

1. The Modeling Approach

We first discuss the choice of modeling approach used in our paper and relate it to other literature and the use of assumptions. We also consider how additional data can be used to improve the model or the estimates of its parameters.

1.1 Model

Over the past ten years, there has been considerable literature discussing the advantages and applications of structural models, e.g. Kadiyali, Sudhir, and Rao (2001), Chintagunta, Erdem, Rossi, and Wedel (2006), and Reiss and Wolak (2007). We will not revisit this discussion, but instead provide specific reasons behind our approach.

Purchasing a car is among the most expensive, and therefore likely among the most deliberately reasoned transactions a consumer makes. Similarly, changing the retailer network size to survive a crisis is done with profit motives in mind. We believe that this setting fits well with the use of a structural modeling approach in which we treat consumer decisions as outcomes of maximization of utility and firm decisions as outcomes of maximization of profits.

Additionally, our structural approach benefits from recent literature on integrated firm and consumer modeling. For example, we use literature on the relation between manufacturers and retailers (e.g., Villas-Boas, 2007), and on management of networks (e.g.,
Ishii, 2010) to justify profit maximization objectives. To formulate the utility of consumers, we use demand models based on agents’ location (e.g., Thomadsen, 2007).

To estimate our model, we assembled a unique transactional data set, which includes detailed information about wholesale and retail prices and the location of consumers and dealers. We use these data to quantify the implications of strong demand shocks that have occurred in the auto industry. The individual-level information about location of consumers and retailers allows us to model consumer trade-offs between travel and savings on the price of the car in greater detail than more aggregate-level models. The direct observation of margins on new vehicles allows us to estimate the magnitude of additional post-sale business, which would be harder to identify in absence of this information. Finally, the location and number of dealers in each network and the effect of consumer travel on patronage is the main impetus to our analysis of dealership closures.

With this in mind, we agree with the comments of Hanssens, Purohit and Staelin, that complementary methods may be useful to render a more complete econometric model of the car industry. Hanssens advocates the use of other agent primitives and leverage time series data. Purohit and Staelin provide additional references to a broad body of economic and marketing theory on agent behavior in the car industry, on which to base the structure and assumptions of the model.

1.2 Related Literature and Alternative Approaches

Hanssens describes how Roy et al. (1994) make the alternative assumption that firms choose prices to meet a certain market share objective, rather than to maximize profits. One could view this alternative goal as an operational target, stemming from more fundamental long-term profit objectives, and unlikely to be inconsistent with profit maximization in the long run. For instance, a share objective may be easier to communicate to the marketing and sales team than a profit objective to implement a firm’s strategy.

The approach followed in many empirical structural models of firm behavior, also followed in Roy et al. (1994), allows for decisions to deviate from a profit maximizing optimum, that is, the modeling equations in structural models can account for unanticipated events or shocks which capture differences between actual and theoretical decisions. Relatedly, recent papers seek to relax the assumptions underlying full information, rational
expectations, or optimal decision-making. For instance, Chetty (2009) estimates price elasticities in situations when agents may be at times inattentive or have adjustment costs, while Grieco (2011) infers if a discrete game between retailers is of complete or incomplete information. Reiss and Wolak (2007) offer an early overview of this new literature. Finally, although we model firm strategies as outcomes of maximization of profits, it is possible to model such decisions under a different goal function. For example, Gaynor and Vogt (2003) describe a structural model for competition between hospitals, allowing simultaneously for for-profit and not-for-profit behavior of firms. In this situation, the approach makes use of similar techniques to the one presented in our paper.

We acknowledge and appreciate Hansens’ views on the merits of other approaches in studying the car industry and, in particular, the use of time series and modeling agent motivations. With respect to the former, we believe that time series approaches can and do offer a rich description of the car market. However, some structure is usually needed about the information set and decision motives of price setting managers to use these data to infer production or sales costs. With respect to modeling agent motivations, as indicated above, our approach is grounded in micro-primitives and we model the individual decisions of agents, i.e., consumers, dealerships, and manufacturers. In this context, a new area of research focuses on the interactions of individual consumers via social networks (e.g., Tucker, 2008), or via dependence in preferences (e.g., Yang and Allenby, 2003). Similarly, on the firm side, we recently see modeling of non-cooperative interaction between agents in the development of approaches to solve static or dynamic discrete games between firms (e.g., Aguirregabiria and Mira, 2007; Ellickson and Misra, 2011).

1.3 The Use of Additional Data

Using additional data is likely to provide a stronger base for assumptions or alternatively, allow the researcher to relax some of them. Our chosen approach was a balance between these two options, i.e., we used the data available to us in estimation or to justify assumptions. However, we also reserved some of the transactional level data to perform holdout tests, and collected information about the profitability of dealers and manufacturers to offer robustness checks of our results. Purohit and Staelin provide additional and independently sourced data that closely match some of the estimates from our paper.
We agree that industry reports as suggested by Purohit and Staelin or managers’ surveys as suggested by Hanssens, provide a useful addition to the data used in our approach. In particular, we believe that one use of such data is to estimate a model that imposes less structure. Both Hanssens and Purohit and Staelin also refer to the use of additional financial data. Hanssens discusses the information value of stock prices, while Purohit and Staelin provide estimates of dealer profitability using data from publicly available financial reports. These are good sources of data that we did not use in our paper. A potentially interesting research opportunity, but one on which we have not reflected, would be to use stock price data in a structural model, especially if these data are informative about long term profit expectations.

2. Evaluating the Implications
We now relate the counterfactual results to the comments made in Hanssens’ and in Purohit and Staelin’s commentaries, in order to frame our implications in a broader perspective and relate them to industry facts and reports.

2.1 Economic Recession
Purohit and Staelin argue that the analytic strategy literature gives directional guidance to how the market responds to different reasons for a decline on demand. The structural literature uses the same or very similar frameworks to study economic agents, e.g., that of profit maximizing firms and utility maximizing consumers. The added value of our approach is in overcoming some of the obstacles encountered when applying these models. This comes at the cost of making some assumptions. However, these are assumptions that can often be tested for reasonableness, and results based on them can be checked for robustness to other reasonable assumptions. Another added value is that the approach can quantify consumer response to price and distance, and obtain predictions of how prices and quantities adjust to shocks to the appeal of buying an outside alternative.

Purohit and Staelin note that not knowing if consumers react to a demand shock by reducing purchase propensity or by changing their the price sensitivity makes it difficult to draw conclusions about the impact of the recession. We meant the second implementation as a robustness check and we find that the results in terms of revenues and profits for each
firm are not substantively different, in part because the recession affected sales of all car types and not just of expensive cars (New York Times, 2008), and in part because most firms offer product lines across multiple price ranges.

2.2 Closing Down Dealers
Purohit and Staelin cite experts in the car industry who argue that the fixed cost saved by the manufacturer per dealership is not a “per dealership” average. In particular, they argue that there are fixed cost at the market level that are important, and that would not be saved by closing down only a fraction of dealers in that market. We agree that the cost-savings involved in lowering the number of dealers from 1 to 0 versus 5 to 4 are more substantial. However, the manufacturer still incurs fixed costs for each dealership that can be saved by closing it. For example, GM has provided a detailed description of the cost savings obtained by closing down dealers (General Motors, 2009). With the closing of 2,300 dealers, the firm expected to save around $2.1 billion in direct dealer support, which includes incentives paid directly to the dealer and other support (e.g., factory wholesale floorplan support), and $415 million in direct structural cost savings, which include local dealer advertising assistance, number of sales and service consultants, funding for dealer website and lead management tools, employee product and service training, and funding for dealer IT systems and support. Many of these costs are dealer and not market specific. In the example given by the Honda executive included in Purohit and Staelin’s commentary, eventually even the number of sales reps is variable at the market level. In our data, we do not observe the situation where the number of dealers goes from 1 to 0 for any of the brands included in the data set, with most manufacturers having between 3 and 5 dealers in the area. In this context, our goal was to provide guidance on which dealerships in a network to close. We did this by ranking dealerships on how much their removal impacts firm profitability, taking into account the spatial substitution in demand and all firms’ price responses to the closing of the dealership. Measuring the profits and costs associated with full market exit is an interesting goal for future research, especially in market areas that are smaller than the San Diego area that we studied.

2.3 Cash-for-Clunkers Program
We appreciate Purohit and Staelin’s insightful comments on the Car Allowance Rebate System, i.e., the CARS program. We agree with them that data on trade-ins, the second hand car market, and other variables are desirable if the goal is to carry out a full fledged policy evaluation of the CARS program, including how the CARS program influenced the type of cars consumers buy. However, our interest was in using our model to make predictions about the pass-through of the rebates from dealers to consumers. Purohit and Staelin provide ample literature that suggests our estimate is plausible, and we are thankful to them. They raise an interesting point for future research, namely that the rebate program may have had negative effects on non-qualifying consumers, in that they faced higher prices as a consequence. We did not study this possibility. However, we note that we could have implemented a counterfactual situation where some but not all consumers had access to the trade-in benefit, if we had information about previous car ownership. Our model would then predict the outcome for consumers that benefited from the program and those that didn’t, including prices paid.

3. Summing up

We believe the approaches outlined by Hanssens, and Purohit and Staelin are complementary to our approach and yet also have a lot in common. The use of time-series models can go together well with a structural approach. Aggregate data can be and are studied as the outcome of the decisions of individual agents. More complete models of individual consumer and manager decision-making will certainly be welcomed and are empirically more feasible than ever. Normative and game theoretic models are important, as witnessed by the direct use of these models in empirical structural work. A token of the result of this common ground is the closeness of our estimates and evidence provided by Purohit and Staelin, of $6,220 vs. $6,450 respectively for the retailer margin, or the theoretical result of two-thirds pass-through of a subsidy, very similar to our estimate of a pass-through of $2,958 out of $4,500.

Finally, jointly, these approaches suggest ample opportunities to do future research in the automobile industry, both methodologically, e.g., combining our transaction data with other data and adding additional moment conditions or inequalities, and substantively, e.g., by including insights from the decision processes of managers and consumers. A combination
of alternative perspectives ultimately best serves our understanding of this interesting and complex industry.

References


