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The role of occipitotemporal body-selective regions in person perception
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The visual appearance of others’ bodies is a powerful source of information about the people around us. This information is implicit in the stimulus and must be extracted and made explicit by the coordination of activity in multiple cortical areas. Here we consider the contribution to this process of two strongly body-selective occipitotemporal regions identified in human neuroimaging experiments: the extrastriate body area (EBA) and the fusiform body area (FBA). We address the evidence and arguments behind numerous recent proposals that EBA and FBA build explicit representations of identity, emotion, body movements, or goal-directed actions from the visual appearance of bodies, and also explore the contribution of these regions to motor control. We argue that the current evidence does not support a model in which EBA and FBA directly perform any of these higher-level functions. Instead, we argue that these regions comprise populations of neurons that encode fine details of the shape and posture of the bodies of people in the current percept. In doing so, they provide a powerful but cognitively unelaborated perceptual framework that allows other cortical systems to exploit the rich, socially relevant information that is conveyed by the body.
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The appearance of the human body provides important visual signals. We see some of our own movements, and to an extent these are guided visually. Visual body information also provides myriad social signals about other people—who they are, what they are doing, how they are feeling, and the like. Accordingly, the brain devotes considerable cortical resources to representing visual information about the human body (Berlucchi & Aglioti, 2010; Minnebusch & Daum, 2009; Peelen & Downing, 2007a; Schwoebel & Coslett, 2005). Clear evidence for specialized visual representations of the body—and a link between these and the temporal lobes—extends well into the previous century, and can be found in neuropsychology (Konorski, 1967) and in some of the earliest work on the visual response properties of single units in the macaque temporal cortex (Gross, 1992).

Many of the more recent studies of the neural underpinnings of body perception in the human temporal lobes have converged around two strongly body-selective, focal regions of the human brain, identified with functional magnetic resonance imaging (fMRI) and confirmed with other methods. These are the extrastriate body area (EBA) (Downing, Jiang, Shuman, & Kanwisher, 2001) found in the posterior inferior temporal sulcus/middle temporal gyrus, and the fusiform body area (FBA) (Peelen & Downing, 2005a; Schwarzlose, Baker, & Kanwisher, 2005) found ventrally on the fusiform gyrus (Figure 1). The discovery of these regions has triggered a large volume and variety of research.
of subsequent work. This includes fMRI studies of healthy human populations and of psychiatric populations, and extends to investigations with transcranial magnetic stimulation (TMS), patients with neurological damage, event-related potential (ERP) and magnetoencephalography (MEG) techniques, and nonhuman primates.

We focus the present discussion on these two regions because they are clearly identifiable areas involved in visual body analysis, while acknowledging that they may be further subdivided by functional and/or anatomical criteria (e.g., Bracci, Ietswaart, Peelen, & Cavina-Pratesi, 2010; Weiner & Grill-Spector, 2011), and that they must operate not in isolation but rather in concert with other brain areas. (We will return to these points later.) Now that there is a rich set of data about the properties of EBA and FBA, multiple research groups have proposed that their neural activity directly underpins a plethora of functions (Table 1). These include identifying other individuals, perceiving emotions, perceiving body movements, understanding the meaning of others’ actions, and even the control of motor movements.

In our view, many of these proposals extend too far past the data. Here, we critically consider current evidence on the possible function(s) of EBA and FBA, with reference to a more parsimonious model: The extrastriate and fusiform body areas jointly create a detailed but cognitively unelaborated visual representation of the appearance of the human body. This representation makes explicit the aspects of the image that contain bodies or body parts, and represents their shape and posture in some detail. It does not, we argue, make explicit high-level information about other people, such as their identities, actions, or emotional states. Thus, this representation provides a general perceptual infrastructure that contributes to the information processing in other interconnected brain areas that extract complex and often context-dependent information about the people we observe.

**BACKGROUND**

Downing et al. (2001) reported new evidence from human fMRI for a lateral occipitotemporal region that
TABLE 1

The discovery of highly body-selective regions in the lateral (extrastriate body area; EBA) and ventral (fusiform body area; FBA) occipitotemporal cortex has led to a wide diversity of proposals for the functional role(s) that these regions play. The quotations below are taken out of context and are simply meant to illustrate this diversity. In this article, we argue, contrary to many (but not all) of these proposals, that these regions perform a role that is largely restricted to representing the shape and posture of the body, and it is not elaborated with information about identity, emotion, motion, action goals, or motor control

- Arzy et al. (2006): “Collectively, these data show that distributed brain activity at the EBA and TPJ as well as their timing are crucial for the coding of the self as embodied and as spatially situated within the human body.”
- Astafiev et al. (2004): “Our results indicate that in addition to this visual recognition function, the EBA integrates visual, spatial attention, and sensory-motor signals involved in the representation of the observer’s body.”
- Blanke et al. (2010): “Our data show that the EBA is also involved in mental imagery of human bodies.”
- Calvo-Merino et al. (2010): “Our results suggest that the EBA and vPMC may be two complementary components of the aesthetic perception network for bodies.”
- Chan et al. (2004): “We propose that the EBA plays a relatively early role in social vision.”
- Costantini et al. (2005): “The higher BOLD signal during observation of impossible movements ... not only suggests that EBA may be activated during action observation but also that this area codes body and action related stimuli multimodally.”
- Cross et al. (2010): “A key function of EBA might be to extract body-form cues that are either unrelated, impossible or beyond what the viewer’s body can do.”
- David et al. (2007): “Our results suggest that the EBA represents the human body in a more integrative and dynamic manner, being able to detect an incongruence of internal body or action representations and external visual signals.”
- De Lange et al. (2008): “Our data show that EBA activity is further influenced by the motoric context in which the body part is presented.”
- Downing, Peelen et al. (2006): “We speculate that the EBA computes a static representation of the human body and is not involved in analysis of biological motion per se.”
- Hodzic, Muckli et al. (2009): “[Identity analysis] appears to be accomplished by a network comprising the right FBA, positioned ventrally to the EBA, regions of the superior parietal lobe, the inferior parietal cortex, and the middle frontal gyrus.”
- Jackson et al. (2006): “It is thus likely that the EBA is important not only for the visual processing of body parts, but also for ... automatically mapping the visual representation of another’s body to one’s own body.”
- Jastorff & Orban (2009): “Our results suggest that the EBA and the FBA correspond to the initial stages in visual action analysis, in which the performed action is linked to the body of the actor.”
- Kable & Chatterjee (2006): “Representations in the pSTS, MT/MST, and EBA abstract actions from the agents involved and distinguish between different particular actions.”
- Kokal et al. (2009): “The presence of these regions [EBA and pSTS] in our [joint action] networks suggests that the process of integrating observed and executed actions ... may also occur at a more sensory level.”
- Kontaris et al. (2009): “In contrast to pSTS, EBA and FBA are decoupled from motor systems.”
- Kuhn et al. (2011): “Our study suggests that both EBA and FBA play a role in the representation of one’s own body and in the control of voluntary action.”
- Marsh et al. (2010): “The extrastriate body area may be geared to take into account the social meaning of actions, so that actions can be understood with reference to the person executing them.”
- Moro et al. (2008): “Visual analysis of human body stimuli is based on the division of labor into two cortical systems, with EBA and FBA representing the actors’ identity and vPMC mapping the observed action in a neutral format with respect to the identity of the acting bodies.”
- Myers & Sowden (2008): “We argue that the right EBA may perform an important sorting of body part images by identity (including self-recognition) and may interact both with brain areas involved in sensory processing and social cognition.”
- Newman- Norlund et al. (2007): “EBA ... may represent the brain basis of our ability to relate the movements of others directly with our own movements in joint-action situations.”
- Piero et al. (2009): “EBA ... [has] a role concerned with the discrimination of specific aspects characterizing the observed actions.”
- Pitcher et al. (2009): “Our results extend earlier findings by showing that rEBA represents bodies in their most common configuration.”
- Pourtois et al. (2007): “[There is] a major role for EBA in the initial perceptual analysis of body shapes.”
- Ramsey & Hamilton (2010): “Our data suggest that [FBA, EBA, FFA] are also recruited in more social and dynamic contexts; they distinguish between two intentional agents who are acting in a goal-directed fashion.”
- Saxe et al. (2006): “[There is] a role for the right EBA in the perception of other people per se, perhaps as input to subsequent perception of others’ actions and reasoning about other minds.”
- Suchan et al. (2010): “Body image distortion is related at least in part to structural alteration in the EBA.”
- Urgesi, Candidi et al. (2007): “Thus, the present data clearly show that EBA is crucial in processing bodily forms but not bodily actions.”

responds strongly and selectively to images of human bodies and body parts. This followed earlier findings of similar face-selective (Kanwisher, McDermott, & Chun, 1997; Puce, Allison, Asgari, Gore, & McCarthy, 1996) and scene-selective (Aguirre, Zarahn, & D’Esposito, 1998; Epstein & Kanwisher, 1998) areas, and was part of a program to determine the extent of such apparently specialized regions (e.g., Downing, Chan, Peelen, Dodds, & Kanwisher, 2006). Several years after identifying EBA, we (Peelen & Downing, 2005a) identified a second highly body-selective region in the fusiform gyrus, overlapping, but
distinct from, the fusiform face area (FFA). Shortly afterwards, Schwarzlose et al. (2005) reported that high-resolution fMRI revealed a double dissociation between FBA and FFA.

fMRI studies have demonstrated that EBA and FBA respond to photorealistic depictions of whole human bodies or body parts, significantly more than to faces, face parts, objects, object parts, scenes, visual motion, and other control stimuli (Downing, Chan et al., 2006; Downing et al., 2001; Peelen & Downing, 2005a; Schwarzlose et al., 2005; Spiridon, Fischl, & Kanwisher, 2006; Weiner & Grill-Spector, 2010). The responses of these regions are not limited to full-cue stimuli: Their body selectivity extends to line drawings, “stick figures,” and silhouettes (Downing et al., 2001; Peelen & Downing, 2005a). The body representations in these regions appear to be viewpoint-dependent—in an fMRI adaptation design, changes in view greater than 45° result in release from adaptation to the level of a new stimulus (Taylor, Wiggett, & Downing, 2010). There is evidence from intracranial ERP for a body-selective visual response originating at the approximate site of EBA (Pourtois, Peelen, Spinelli, Seeck, & Vuilleumier, 2007), and this is confirmed by scalp ERP (Thierry et al., 2006) and MEG (Ishizu, Amemiyai, Yamoto, & Kojima, 2010) studies, and near infrared spectroscopy (Ishizu, Noguchi, Ito, Ayabe, & Kojima, 2009). Notably, fMRI, TMS, and ERP studies indicate that the representation of bodies in EBA is more strongly part-based than in FBA (Costantini, Urgesi, Galati, Romani, & Aglioti, 2011; Taylor, Wiggett, & Downing, 2007; Taylor, Roberts, Downing, & Thierry, 2010; Urgesi, Calvo-Merino, Haggard, & Aglioti, 2007). Finally, recent fMRI studies of macaque show body-selective activation patches in the temporal cortex (Pinsk et al., 2005, 2009; Tsao, Freiwald, Knutsen, Mandeville, & Tootell, 2003), making an important link between human studies and previous single-unit work that reported strong selective neural responses to hands or whole bodies (Desimone, Albright, Gross, & Bruce, 1984; Gross, Bender, & Rocha-Miranda, 1969; Gross, Rocha-Miranda, & Bender, 1972; Oram & Perrett, 1996; Wachsmuth, Oram, & Perrett, 1994).

Is the response to human bodies and body parts in EBA and FBA functionally relevant for body perception? At least five published studies show a selective disruption to body- or body-part perceptual tasks following TMS over EBA (Calvo-Merino, Urgesi, Orgs, Aglioti, & Haggard, 2010; Pitcher, Charles, Devlin, Walsh, & Duchaine, 2009; Urgesi, Berlucchi, & Aglioti, 2004; Urgesi, Calvo-Merino et al., 2007; Urgesi, Candidi, Ionta, & Aglioti, 2007). These effects are specific to stimulus type and stimulation location, affecting only body perception (and not other categories) and only when TMS is applied to EBA (and not other nearby areas). Further, a recent study of neuropsychological patients (Moro et al., 2008) found that impaired performance on body perception tasks was associated with lesions to areas that were consistent with EBA and FBA, and/or connections between these two regions (see also Kemmerer & Tanel, 2008; Schwoebel & Coslett, 2005). Taken together, these findings provide evidence that the activity in EBA and FBA plays a selective and causal functional role in some aspect(s) of body perception.

EBA and FBA are found close to, or overlapping with, other known regions. Thus, previous research has had to functionally distinguish these regions from their neighbors. For example, Downing et al. (2001) reported a dissociation between the responses of EBA and nearby motion-selective region hMT+ in the responses to moving objects and bodies (see also Pitcher et al., 2009; Spiridon et al., 2006; Valyear & Culham, 2010). Similarly, Peelen, Wiggett, and Downing (2006) used multivoxel pattern analysis (MVPA) (Haynes & Rees, 2006; Kamitani & Tong, 2005; Mur, Bandettini, & Kriegeskorte, 2009; Oosterhof, Wiggett, Diedrichsen, Tipper, & Downing, 2010; Peelen & Downing, 2007b) to distinguish the responses of motion-selective hMT+ and EBA to point-light biological motion stimuli (see also Downing, Wiggett, & Peelen, 2007). Most recently, Weiner and Grill-Spector (2011) used high-resolution fMRI to anatomically dissociate hMT+ and EBA. With respect to FBA, MVPA (Peelen et al., 2006), high-resolution fMRI (Schwarzlose et al., 2005), and developmental time course (Peelen, Glaser, Vuilleumier, & Eliez, 2009) show that the body-selective and face-selective responses in the fusiform gyrus can be dissociated. Importantly, this overlap means that occiptotemporal activations in the general region of EBA or FBA can be difficult to interpret without careful localization within-studies and within-participants (Figure 2).

The overlap and close proximity of EBA and FBA to other functional regions has further implications as well. For one, the nature of the neighboring areas may provide clues about the properties of EBA and FBA. For example, the proximity of EBA to motion-selective regions suggests that it interacts with dynamic visual representations, although we argue below that the body representation in EBA itself is not dynamic. Furthermore, very recent evidence suggests that the highly body selective responses we define as EBA and FBA may be situated in a much broader, more weakly body-sensitive expanse of cortex. Specifically, Orlov, Makin, and Zohary (2010) find large occiptotemporal regions that respond subtly but reliably more to specific body parts (e.g., upper or lower limbs) than to other body parts. Both of these observations provide an important context for
understanding EBA and FBA and we consider them further in the concluding section.

We make a last note on interpreting fMRI results before turning to a review of the evidence. At several points in the following discussion, we attribute modulations of activity in EBA or FBA to (often unintended) variations in the degree to which selective attention is allocated to bodies or body parts in the stimulus. Many studies have shown attentional modulation in retinotopic visual cortex (Brefczynski & DeYoe, 1999; Gandhi, Heeger, & Boynton, 1999; Kastner, De Weerdt, Desimone, & Ungerleider, 1998)
as well as in high-level extrastriate areas such as the parahippocampal place area (PPA) (Epstein & Kanwisher, 1998), FFA, and hMT+ (e.g., O’Craven, Downing, & Kanwisher, 1999; O’Craven, Rosen, Kwong, Treisman, & Savoy, 1997; Wojciulik, Kanwisher, & Driver, 1998). On these grounds, it is highly likely that varying attention to body or body part stimuli will have congruent effects on the responses of EBA and FBA. Consistent with this, Morris, Pelphrey, and McCarthy (2006) found that the EBA activity elicited by bodies was reduced when a face was present in the image, compared to when there was not. A simple attentional account of these findings is that when a face is present, it is spatially attended (or fixated) at least some portion of the time, and the net effect on EBA response is suppressive (given the low response in this region to faces presented alone; Downing et al., 2001). Further direct evidence is found in recent data from Peelen, Fei-Fei, and Kastner (2009). In that study, participants were required to attend to either people or cars in briefly presented natural scenes. Activity in EBA, but not scene-selective PPA, was modulated by the task set, such that selectivity for bodies (vs. cars) was stronger during the body task than the car task (Figure 3). These category-based attention effects were highly robust, and were found for both spatially attended and unattended pictures. This means that where experimental manipulations confound how much spatial or nonspatial attention is focused on body stimuli, the interpretation of results may be compromised.

**Figure 3.** Event-related time courses in EBA (top) and PPA (bottom) in response to pictures of natural scenes. The scenes could contain persons or cars, and participants were instructed to attend (in different runs) to one of these categories. When attention was directed to persons (solid lines), responses in EBA showed stronger responses to scenes containing persons than to scenes containing cars (green solid line higher than red solid line). By contrast, when attention was directed to cars (dashed lines), no selective response to person scenes was observed (no difference between green dashed line and red dashed line). These results show that top-down attention can strongly modulate responses in EBA. The interaction between attention and scene content was specific to body-selective regions and was not observed in PPA (bottom). For more analyses and information, see Peelen et al. (2009).

**FIVE POSSIBLE FUNCTIONS FOR BODY-SELECTIVE EXTRASTRIATE REGIONS**

The following discussion is organized into five sections, each describing a possible role of EBA and FBA in body representation: perceiving identity, perceiving emotion, perceiving body motion, perceiving actions and goals, and motor control. For many of these functions, researchers have claimed that EBA or FBA perform complex, elaborate roles (Table 1); for example, they claim that these regions “understand” others’ actions, or coordinate one’s own behavior with that of another individual. We will argue that the findings that were taken as support for these claims can be more
parsimoniously explained by a model in which EBA and FBA represent visual features of the body such as shape and posture without further elaboration.

**Perceiving identity**

Although person identity is often perceived from facial cues, the rest of the body also provides important information about identity. Body posture, shape, and gait can all be used to determine person identity, and may be particularly useful when the face is poorly visible such as when viewing someone from behind or at a distance. Since recognizing identity from bodies requires the perceptual analysis of body stimuli, it is likely that EBA and FBA play an important role in this process. Below, we discuss studies that have investigated the role of EBA and FBA in extracting person identity, and indicate how a perceptual account of these regions can accommodate these findings.

Several studies have investigated whether EBA and FBA respond differentially to images of one’s own versus another person’s body, as this is perhaps the most fundamental identity distinction. Chan, Peelen, and Downing (2004) reported no difference between EBA responses elicited by viewing the bodies of the self versus familiar others in a blocked design fMRI experiment. Subsequent studies that contrasted the self with familiar others similarly found no difference in EBA or FBA (Devue et al., 2007; Hodzic, Kaas, Muckli, Stirn, & Singer, 2009), although one study (that did not localize EBA/FBA) reported a broad swath of occipitotemporal cortex that responded more to self than to familiar other images (Sugiura et al., 2006). The results of studies that contrasted images of the self with unfamiliar others are less consistent: Hodzic, Kaas et al. (2009) found no difference in right EBA, but a stronger response to self than other bodies in left EBA and right FBA. However, in another study, these authors did not find a difference between self and unfamiliar other in EBA or FBA (Hodzic, Muckli, Singer, & Stirn, 2009). Finally, Vocks et al. (2010) reported small but significant increases to own bodies relative to unknown others’ bodies in right EBA and FBA.

Thus, while most studies reported no difference in EBA and/or FBA between self and other bodies, some studies reported modest increases in one or both of these regions. It should be noted that these studies compared the overall BOLD signal in EBA and/or FBA to images of the self versus a familiar or unfamiliar other. It is unlikely, however, that a region that extracts identity from perceived bodies would show gross differences in the overall response magnitude to different identities. More likely, different identities would elicit different patterns of activity resulting in roughly the same gross level of response (Kriegeskorte, Formisano, Sorger, & Goebel, 2007). So these studies may not be ideally suited to test whether EBA/FBA represents identity. Rather, they test whether EBA and FBA are primarily involved in representing the self (e.g., for guiding actions) or the other (e.g., for social cognition)—and their results do not point to a uniquely strong role in either process.

Another approach to test whether EBA and/or FBA primarily encode the self or the other is to test the effect of viewpoint: If EBA/FBA would preferentially respond to one’s own body parts, we would expect a stronger response to body parts presented in a first person viewpoint (camera at eye level), while stronger responses to third person views would be expected if these regions are primarily involved in the encoding of others’ bodies. The two studies that have manipulated viewpoint both found slightly stronger responses in right EBA to bodies presented in third person view (Chan et al., 2004; Saxe, Jamal, & Powell, 2006), inconsistent with the preference for one’s own body reported by some of the studies reviewed above.

Using a blocked-design adaptation approach, Myers and Sowden (2008) reported significantly stronger responses (i.e., less adaptation) in right, but not left, EBA (FBA was not tested) to blocks in which images of the participants’ own hand were alternated with images of an unknown other’s hand, relative to blocks where two other individuals’ hands were alternated. The authors concluded that right EBA contains different neural populations to represent the appearance of one’s own versus others’ body parts. These results may alternatively be explained by differences in attention: It is not unlikely that participants paid more attention to their own hands than to a stranger’s hand, especially because the participants’ own body parts appeared relatively infrequently in the experiment. Such attention effects would be expected to primarily modulate higher-level visual areas strongly responsive to the hand stimuli, rather than weakly responsive areas or lower-level visual cortex.

Perceiving identity is, of course, not limited to distinguishing the self from others. Surprisingly, only a few studies have investigated the role of EBA or FBA in representing body identity beyond the self/other distinction. Kable and Chatterjee (2006) used a long-term, event-related adaptation design, with dynamic whole-body/face stimuli, to investigate adaptation to actor identity. No significant identity adaptation was found in EBA. In a subsequent extension of this study, the absence of significant identity-related adaptation effects in EBA and FBA was confirmed (Wiggett & Downing, 2010). Ramsey and Hamilton (2010) also
used an adaptation design with the similar aim of examining representations of actors. Functional localization was not performed, but anatomical regions of interest around fusiform and middle temporal gyri (and other areas) were tested with small-volume correction analyses. Both areas showed significant adaptation for repeated versus nonrepeated actors, which the authors attributed to “person identity processes” taking place in EBA and FBA. However, it is not clear which aspect of the stimulus drove this adaptation—whether it was the repetition of actor identity, the repetition of body shape, or the repetition of low-level visual aspects such as the color of the clothes.

Together, these results suggest that EBA and FBA are involved in the encoding of body parts belonging to the self as well as to others. Small modulations reported in some of the studies reviewed here may be explained by attentional differences—looking at a picture of yourself may simply be more interesting than looking at a picture of a stranger. Notably, identity effects tend to be found when identity is either an explicit part of the participants’ task (Hodzic, Kaas et al., 2009; Ramsey & Hamilton, 2010; Sugiura et al., 2006) or else is made explicit to participants by direct cues (Vocks et al., 2010). This pattern points strongly to the idea that identity modulation in EBA or FBA is the result of top-down influences, including attentional biases.

What could be the role of EBA and FBA in the perception of body identity? We argue that the role of these regions consists in creating a perceptual representation of the shape and posture of the body and its parts, which may then be used by other brain regions (e.g., the anterior temporal lobes; Kriegeskorte et al., 2007) to represent person identity explicitly. On this account, EBA and FBA encode body identity only in the sense that these regions differentiate between individuals with different body shapes. We argue that EBA and FBA do not, however, explicitly represent person identity beyond body shape, and as such may not specifically differentiate between the bodies of the self and others. While identity can be extracted from body shape, identity and shape can be dissociated (people age, grow, lose or gain weight, undergo plastic surgery, etc.). Furthermore, identity can be extracted from multiple body parts (e.g., lower and upper body). We expect responses in EBA/FBA to follow the perceived body shape (or body part) rather than the perceived body identity.

Note that our account does not exclude the possibility that responses in EBA and FBA can be influenced by identity through top-down modulation: The sight of a romantic partner (or, indeed, the self) may increase responses in EBA/FBA due to increases in attention and arousal. Also, we expect that familiarity with particular body shapes (e.g., growing up in a country with tall people) may change the tuning of body-selective neurons, such that their discrimination of body shapes is optimal for the current environment. Finally, the knowledge of another person’s body shape (available after identifying the person, whether through visual or nonvisual cues) may modulate responses in EBA and FBA, as, for example, in cases where clothes obscure most of the body. In other words, responses in EBA and FBA are not merely a copy of the visual image, but more closely correspond to the subjective percept, which is influenced by identity (and other factors). The critical test of our account would require an experiment that dissociates body shape and body identity in combination with suitable techniques (e.g., MVPA). Distributed activity in EBA and FBA should conform to a “space” in which different body shapes/parts, but not necessarily different individuals, are represented by systematically different corresponding patterns.

Perceiving emotion

Basic emotions, such as fear, anger, and happiness, are associated with characteristic body postures and movements (Atkinson, Dittrich, Gemmell, & Young, 2004). Apart from providing information about others’ emotional states, bodies may also evoke emotions in the observer—for example, through empathy (e.g., with others’ pain), admiration of beauty (e.g., in dance), or sexual arousal. What is the role of occipitotemporal body-selective areas in these processes? Here we consider the evidence from studies that have implicated EBA or FBA in the processing of emotion from body stimuli.

Research on emotional body perception has largely addressed questions that had earlier been addressed in the field of emotional face perception, such as comparing fMRI responses to emotional expressions with responses to neutral expressions. Employing this approach, research on face perception indicates that emotional expressions modulate responses in visual cortex, particularly the fusiform face area (for a review, see Vuilleumier, 2005). These emotional modulations are similar to attentional modulations but are thought to be mediated by the amygdala, rather than by frontoparietal attention networks (Amaral, Behniea, & Kelly, 2003; Morris et al., 1998; Vuilleumier, Richardson, Armony, Driver, & Dolan, 2004). Such activity increases in visual cortex may correspond to the enhanced perceptual processing of emotionally salient stimuli (e.g., Anderson, 2005).

Similar to emotional faces, emotional bodies have been shown to modulate perceptual responses, with
increased visual cortex (and amygdala) activation to arousing body expressions such as fear (Hadjikhani & de Gelder, 2003). A large number of studies from multiple laboratories have replicated these effects, using various emotions and both static and dynamic body stimuli (e.g., Carter & Pelphrey, 2008; Flaisch, Schupp, Renner, & Junghofer, 2009; Grezes, Pichon, & de Gelder, 2007; Grosbras & Paus, 2006; Kret, Pichon, Grezes, & de Gelder, 2011; Nummenmaa, Hirvonen, Parkkola, & Hietanen, 2008; Peelen, Atkinson, Andersson, & Vuilleumier, 2007). Although it is beyond the scope of this paper to review these studies in depth, a few general observations emerge from this literature. For example, it seems that arousal rather than valence is driving emotional modulation, since no modulation was found for bodies expressing sadness (Peelen et al., 2007). Further, emotional modulation has been primarily, but not exclusively, reported in body-selective parts of visual cortex (i.e., at the location of EBA and FBA), with some studies (mostly those using static body postures with blurred faces) finding stronger modulation in fusiform gyrus (presumably FBA) than at the location of EBA (e.g., Van de Riet, Grezes, & de Gelder, 2009). In a study using dynamic body expressions, it was shown that emotional modulation is proportional to static body selectivity (measured in a separate localizer scan) across the voxels of EBA and FBA, with the strongest modulation observed in voxels with the strongest body selectivity (Peelen et al., 2007). In the same study, emotional modulation in EBA and FBA was shown to correlate with emotion-driven increases in the amygdala, again highlighting the similarity between the mechanisms involved in emotional body and face processing (Peelen et al., 2007). Finally, modulation in visual cortex (including putative body-selective regions) has also been reported for sexually arousing body stimuli (Cikara, Eberhardt, & Fiske, 2011; Hamann, Herman, Nolan, & Wallen, 2004; Mouras et al., 2003; Ponseti et al., 2006).

Together, these results suggest that activity increases in EBA and FBA in response to emotional or sexual body stimuli primarily reflect modulatory effects (or “emotional attention”), rather than a direct encoding of emotions within these regions. It should be noted, however, that (as far as we know) no study has directly tested for explicit representations of emotions in these regions, as by using fMRI adaptation or MVPA (cf. Peelen, Atkinson, & Vuilleumier, 2010).

Observing someone else’s body in acute physical pain can hurt, especially when this person is a loved one. This empathy for others’ pain has been shown to activate regions in the anterior insula and anterior cingulate cortex, regions that also activate when one is directly experiencing pain (Morrison, Lloyd, di Pellegrino, & Roberts, 2004; Singer et al., 2004; but see Morrison & Downing, 2007). Although body-selective regions have not been implicated in the direct experience of pain, they may play a role in the perception of pain in others. For example, Singer et al. (2004) found activity in fusiform gyrus as well as more posterior visual regions in response to observing another’s hand that is thought to be in pain (as indicated by a symbolic cue) relative to when this hand was known not to be in pain. Similarly, Gu et al. (2010) found increased responses in occipitotemporal regions (probably including EBA) to photographs of body parts in painful daily-life incidents. However, such pain-related modulation was not observed in several other studies that showed a needle or knife touching a hand or foot (Benuzzi, Lui, Duzzi, Nichelli, & Porro, 2008; Morrison et al., 2004; Morrison, Peelen, & Downing, 2007). The only study to directly investigate pain-related responses in functionally localized EBA also used images showing a needle contacting a hand. No modulation was found in EBA, and it was concluded that the EBA is not relevant for empathy (Lamm & Decety, 2008). Thus, although there is currently no direct evidence that body-selective regions are modulated by observed pain, several studies suggest this might be the case for some stimuli. Studies that used stimuli in which a noxious object interacts with a body part (e.g., a needle contacting a hand) typically failed to find modulation in visual cortex. A possible explanation could be that in these studies participants directed attention toward the noxious object, or toward the local site of impact, rather than the body part. Such differences in attentional focus could have offset any pain-related modulatory effects.

There is a strong emotional aspect to clinical eating disorders such as anorexia nervosa and bulimia nervosa, in that patients may react with strong negative feelings toward the appearance of their own bodies or to others they perceive as overweight. These disorders can be associated with distortions of the body image, as revealed in misperceptions of body shape and size, and hence some authors have made a connection between these syndromes and EBA or FBA. Uher et al. (2005; see also Aleong & Paus, 2010; Sachdev, Mondraty, Wen, & Gulliford, 2008) tested visual responses to body images in patients and in control participants. Line drawings of women in either underweight, normal, or overweight versions were compared in a blocked-design fMRI experiment. Low body selectivity was seen in occipitotemporal cortex in patients relative to controls. Furthermore, in a fusiform region, patients showed reduced activity (relative to controls) for the overweight stimuli, and increased activity for...
the underweight stimuli. In a study of functional and structural neuroanatomy, Suchan et al. (2010) identified EBA in anorexia patients and healthy controls, who also performed a behavioral test in which they estimated their own body sizes against a set of standardized silhouettes. Whole-brain voxel-based morphometry showed a reduction in gray matter volume in the patients, relative to controls, narrowly restricted to a region that fell in the functionally defined left EBA. Further, there was a negative relationship between anatomy and behavioral performance: Greater error on the body size judgment task was related to lower gray matter volume in EBA. Together, findings such as these suggest that eating disorders may be associated with distorted perception of bodies, or reduced or altered attention to bodies, and these characteristics may be related to differences in structural neuroanatomy in or around EBA.

Finally, a recent study used TMS to investigate the role of EBA in the aesthetic evaluation of dance postures (Calvo-Merino et al., 2010). TMS over EBA reduced aesthetic sensitivity (i.e., aesthetic judgments were less consistent) for body stimuli, but not for control stimuli, relative to TMS over ventral premotor cortex. Since the differences between the dance postures were related to changes in limb position, a reduction of aesthetic sensitivity would be expected if the perceptual processing of limb position was disrupted by TMS over EBA. As such, this study does not provide evidence that EBA is specifically involved in aesthetic evaluation beyond the perceptual representation of body posture.

To conclude, there is convincing evidence that emotional and sexual body stimuli (vs. neutral bodies) can modulate processing in body-selective regions in occipitotemporal cortex. These modulatory effects of emotion are likely to be similar to the effects of attention, in that they increase the strength of perceptual representations, but may have a different cortical origin than visuospatial attention effects. No evidence currently exists for a role of EBA or FBA in the direct representation of emotions beyond the perceptual representation of body shape and posture.

**Perceiving body motion**

The human body is nearly always moving, and this results in characteristic patterns of visual motion. So it is to be expected that visual motion will be a critical component of the neural representation of the body. Indeed, given the close proximity of EBA to motion-selective area hMT+ (Downing et al., 2007), a plausible account of body-selective responses in EBA would be that these reflect selectivity to body movements (either implied by the stimulus or directly depicted) rather than body shape. Perhaps counterintuitively, then, there is accumulating evidence that the body representations in EBA and FBA are not dynamic: that is, they do not explicitly represent the motions of body parts.

Downing et al. (2001; see also Beauchamp, Lee, Haxby, & Martin, 2002) manipulated the combination of object kind and motion cues in order to test whether EBA shows a particularly strong response to characteristic human motions. Objects and bodies were presented either statically, with simple rigid motion, or with realistic dynamic motion. In EBA, increasing responses were seen from static to rigid to dynamic body stimuli, but the same pattern was found for objects as well, suggesting a general effect of motion complexity that was not specific to body processing.

Rather than use full-cue stimuli, however, much of the work on perception of human motion has made use of variants on Johansson’s (1973) “point-light” stimuli, which can convey the patterns of biological motion in the absence of surface form (see Blake & Shiffrar, 2007). Grossman and Blake (2002) reported that EBA did not respond selectively to point-light displays of various whole-body movements, relative to scrambled controls. However, in later experiments, such effects were demonstrated and were extended to FBA (e.g., Michels, Kleiser, de Lussanet, Seitz, & Lappe, 2009; Michels, Lappe, & Vaina, 2005; Peelen et al., 2006; Peuskens, Vanrie, Verfaillie, & Orban, 2005). For example, Peelen et al. (2006) found greater responses in the fusiform gyrus and inferior temporal sulcus to intact versus scrambled whole-body point-light actions. Using MVPA, we showed that the degree of selectivity for these animations correlated positively, voxel-by-voxel, with the degree of selectivity for static body images in these regions (and not with motion or face selectivity). We argued that the “biological motion” response of EBA and FBA should be attributed to the percept of a body *per se* (which is elicited by structure from motion in intact point-light animations), and not to an explicit representation of patterns of biological motion.

Jastorff and Orban (2009), however, have argued to the contrary. They tested the responses of EBA and FBA to point-light animations of whole-body movement in a $2 \times 2$ design. The individual points moved either with realistic patterns of biological movement, or translated rigidly as a group. Further, they were either configured to conform to the shape of a human body (e.g., points at key joints) or not. In EBA and FBA, an interaction was found: responses were maximal when the motion type was biological and the configuration of points was intact. Jastorff and Orban (2009) argued that
form and motion interact in these regions; that is, that the neural representations in EBA and FBA encode dynamic aspects of movement explicitly. However, it is only in the intact configuration/intact motion condition that body structure is apparent. Without realistic patterns of biological movement, the body-like structure implicit in a rigidly moving pattern of points is very weak. On these grounds, the results of Jastorff and Orban (2009) are instead consistent with our proposal that it is body structure, rather than biological motion per se, that is encoded in EBA and FBA.

Static stimuli can strongly imply motion and can engage motion-processing mechanisms: Consider a snapshot of a sprinter taken as she bursts from the starting blocks. This effect is captured in the “representational momentum” phenomenon (Kelly & Freyd, 1987), in which static images of an object in motion are subsequently recalled as if the object had continued traveling in the depicted direction. In a comparison of “active” (e.g., alert and ready to perform a movement) and “passive” (e.g., resting) whole-body postures, Downing et al. (2001) found no modulation of activity in EBA. The same manipulation, however, significantly modulates activity in nearby hMT+ (Kourtzi & Kanwisher, 2000; but see Lorteije et al., 2010) suggesting that that region, but not EBA, is sensitive to implied motion.

In sum, we argue that the body representations in EBA and FBA are related to the shape of the body and not the visual stimulation produced by its movements. Shape information can be extracted from biological motion cues, thereby activating EBA and FBA when the perceived shape is a body or body part. Explicit representations of human body movements are extracted elsewhere in the brain. Extensive evidence from many methods points to the superior temporal sulcus as a key region for representing the patterns of human movement and perhaps for extracting meaningful cues such as direction of attention or intentions (Allison, Puce, & McCarthy, 2000; Puce & Perrett, 2003; Saxe, Xiao, Kovacs, Perrett, & Kanwisher, 2004).

Given that the body is nearly always in motion, and that it moves in such regular, characteristic, and often meaningful ways, it remains puzzling that static representations of the body form should be neuroanatomically distinct from the regions that extract dynamic information. Notably, distinct static and dynamic representations (of body shape and characteristic movements, respectively) have been incorporated into formal models of biological motion perception and gesture understanding (Giese & Poggio, 2003; Lange & Lappe, 2006; Peigneux et al., 2004). A common element of these models is that known body movements may be represented by static “snapshots,” representing the elemental postures that characterize a movement (see also Singer & Steinberg, 2010, for evidence from macaques). Interestingly, some computer animation software creates realistic human movement by allowing the user to specify static key frames and then rendering the movements by interpolating between these. There may be a useful analogy in the coarse-coding principle (Hinton et al., 1986), under which, for example, a wide range of line orientations can be coded efficiently by a weighted combination of detectors optimized for only a small set of orientations (e.g. horizontal and vertical). Similarly, the range of human movements may be usefully coded by reference to a “library” of commonly seen static poses that can be used combinatorially.

New experiments could test whether some postures are more likely (on behavioral or computational grounds) to act as “key frames” in the perception of movement, and whether these poses are represented specially in EBA and FBA. Furthermore, the results from studies of static images (Taylor et al., 2007) suggest a bias for local body parts in EBA relative to larger assemblies of parts in FBA, leading to the prediction that these areas contribute differently to representing movements of parts and wholes. Finally, computational studies will need to explicitly compare families of models that do or do not include static body representations, in order to see how they fare at predicting behavioral performance, and the activity in EBA and FBA, on relevant tasks.

**Perceiving actions and goals**

Perception of the dynamic aspects of human motion can be an end in its own right, or an initial step in the more general process of understanding the meaning, intentions, and goals behind others’ actions (e.g., Grafton & Hamilton, 2007). However, understanding the actions of others does not necessarily require dynamic motion cues, as actions can be readily understood from static images as well (Bach, Peelen, & Tipper, 2010; Johnson-Frey et al., 2003). Thus, although occipitotemporal body-selective areas do not explicitly encode body motion, they might nonetheless contain representations of others’ actions. To what extent are these areas involved in differentiating body actions? And do they take into account the surrounding context (e.g., objects, other people) of an action, or the inferred goals of the actor, when creating a body representation?

Urgesi, Candidi et al. (2007) presented static body part stimuli in a delayed match-to-sample task. The
images could vary either in the action they implied (subtle variations in the position of appendages) or form (subtle variations in their shape). TMS over EBA impaired performance on the form task, but not the action task, while TMS over ventral premotor cortex produced the opposite pattern (see also Pitcher et al., 2009). These findings suggest that EBA does not critically contribute to representing actions implied from static images. This is consistent with the findings of Downing, Peelen, Wiggett, & Tew (2006), who broke movies of whole-body movements into static frames and manipulated the order in which these were presented. In the coherent condition, the frames were presented in the original order, to create a meaningful action sequence without motion cues. In the incoherent condition, frames from different actions were mixed, leading to a disjointed percept and to relatively large frame-to-frame differences. Posterior STS and frontoparietal areas responded more to the coherent series, suggesting they represented the unfolding coherent actions. However, EBA (and to some extent FBA) responded more strongly to the incoherent than to the coherent series. These results again suggest that EBA and FBA do not form an integrated representation of body actions.

Many everyday actions are object directed, as in the use of tools or other implements. Does activity in EBA or FBA reflect the relationship between the movement and the object? De Lange, Spronk, Willems, Toni, and Bekkering (2008) found increased bilateral activity in a region they attributed to EBA (not localized) when participants observed atypical versus typical object-directed actions (e.g., drinking from a cup with a typical grasp or a clumsy, backwards grip). They argue that this shows EBA is sensitive to the “motoric context” in which body parts are viewed. When Valyear and Culham (2010) took a similar approach—comparing the observation of typical versus atypical grasps of tools—they found a left posterior middle temporal gyrus region that was sensitive to grasp. Notably, this effect did not extend to functionally defined EBA. In that study, however, both types of grasp did produce a greater response in right EBA than a control condition that showed an object simply being touched. Likewise, Pierno et al. (2009) found an increased occipitotemporal response to grasping (over pointing) movements, which they attributed to EBA. Both effects could simply reflect competition between stimuli—in grasp, but not point, conditions, less of the target object is visible, and hence that object makes a weaker competitor for attention with the hand stimulus. Moreover, grasp actions may direct attention to the object more strongly than pointing (Bekkering & Neggers, 2002), with the same result on activity in EBA.

Several recent studies compared the effects of attending to different aspects of actions. For example, Spunt, Satpute, and Lieberman (2011) had participants view movies of short, object-directed actions under different task instructions. Increased activity was seen in left lateral occipitotemporal cortex when participants covertly attended to the mechanics of the actions (“how”) rather than to the descriptive (“what”) or intentional (“why”) aspects. The authors argue (and we agree) that this could reflect increased attention to the body under “how” instructions (since perceiving the body accurately is essential to understanding the mechanism of an action). In contrast, understanding “why” an action takes place will naturally require wider attention to other aspects of the surrounding scene.

A visual-attention account does not explain, however, why similar lateral occipitotemporal activations are found in studies that use purely verbal material. Such studies aim to test an “embodied” view of action knowledge, whereby even abstractly specified concepts (e.g., words about actions) are rooted in the activity of visuomotor brain areas. Spunt, Falk, and Lieberman (2010) had participants make “how” (relative to “why”) judgments about actions described verbally. Likewise, Van Dam, Rueschemeyer, and Bekkering (2010) compared the reading of verbs that were generic with respect to a motor program (e.g., “to clean”) and verbs that were more closely tied to actions (e.g., “to wipe”). And Rueschemeyer, Pfeiffer, and Bekkering (2010) compared nouns related to actions made toward the body (e.g., cup, comb, sweater) with “world-” related items that typically involve actions away from the body (e.g., wrench, pen, frisbee). All of these studies identified lateral occipitotemporal activations (variably on the left or right), and these were attributed directly to EBA by Van Dam et al. (2010) and Rueschemeyer et al. (2010).

Such results could reflect semantic or crossmodal action or body knowledge in EBA. Alternatively, they could reflect top-down activation of perceptual body representations—for example, through mental imagery or automatic association processes—after the meaning of the words has been processed elsewhere. Furthermore, the relationship of these activations to EBA is unclear, as none of these studies localized this area functionally—and the candidate regions in Van Dam et al.’s (2010; Figure 1, Table 3) make a particularly poor match to EBA on anatomical grounds. This is important, as noted above and illustrated in this context by the findings of Valyear and Culham (2010), because without precise localization, EBA may be confused with nearby areas with entirely different functional properties (see also Takahashi et al., 2008). Results of
a recent study examining the lateral occipitotemporal responses to reading various categories of words (including nouns and verbs) emphasize this point. Bedny, Caramazza, Grossman, Pascual-Leone, and Saxe (2008) found that these verbal stimuli deactivated EBA (which was independently localized) relative to baseline, and further that there was no differentiation among word categories in that region.

All of the above studies measured gross changes in the level of activation in occipitotemporal cortex. The logic of repetition suppression (e.g., Grill-Spector, Henson, & Martin, 2006) may be more suited to detecting neural populations that encode perceived actions. This approach was first applied to EBA by Kable and Chatterjee (2006), who found that activity in a number of areas, including functionally defined EBA, was reduced when participants viewed a short movie of an action that had been seen previously in the experiment, compared to a new action. This repetition suppression effect was seen even when the actor involved in the two presentations was different, suggesting adaptation of an action representation at a relatively generic or semantic level. However, in a replication and extension, Wiggett and Downing (2010) found that this action priming effect was widespread—extending across face, object, scene, and body selective regions of interest in the lateral and ventral occipitotemporal cortex—and could not be attributed specifically to body-specific regions. Instead, it may reflect more general consequences of repetition, such as reduced attention arising from familiarity.

In summary, as we consider increasingly abstract aspects of actions, such as the objects they are directed to, their meaning, and the purpose of the actor in performing them, the relevant neural codes naturally move further away from a specific description of the posture and shape of the actor. Very similar movements can carry out very different goals (e.g., a gentle touch vs. a nasty poke), and, conversely, very different movements can achieve the same outcome (e.g., Umilta et al., 2008). When stimulus and attentional differences, and functional localization, are taken into account, we find little evidence to support the proposal that the representations of EBA and FBA can make the kinds of distinctions necessary to support high-level action understanding. Rather, as many authors have described elsewhere (e.g., Van Overwalle & Baetens, 2009), the evidence points to prefrontal and especially parietal regions as key for this process. It is likely that the information provided by EBA and FBA—particularly about body posture (Downing, Peelen, et al., 2006)—provides an important part of the input to these areas, which can in turn integrate this with input from other neural sources in order to incorporate the contextual information that is key to understanding actions.

Motor control

Movements of the body are coordinated by the joint activity of the frontal and parietal cortices and the cerebellum. However, the finding that extrastriate occipitotemporal areas respond to images of the body naturally raises the question of whether these areas also play some role in motor control (Downing et al., 2001). While they are unlikely to directly control the activity of muscles, these regions could be critically involved in visuomotor coordination by providing online visual tracking of the positions of one’s own limbs. Alternatively, signals from the motor system could directly modulate the responses of neurons in these regions, perhaps to anticipate the visual consequences of body-part movements. Thus, the strongly visual response of EBA and FBA does not rule out *a priori* a role in motor behavior, or interactions with the motor system.

The first direct test of a motor role for EBA was conducted by Astafiev, Stanley, Shulman, and Corbetta (2004). Unseen, visually cued movements of the hands and feet (but not shifts of attention or the eyes) were found to increase EBA activity. This finding has been taken by others to show that EBA has a role in motor control and even to show that it is part of the human “mirror system.” In a subsequent replication, we (Peelen & Downing, 2005b) questioned the involvement of body-selective neurons in unseen hand movements: In our study, EBA only partially overlapped with the region activated by unseen hand movements, and MVPA in the overlap region showed no relationship between body and movement selectivity. In a response, Astafiev, Stanley, Shulman, and Corbetta (2005) showed that the overlap between EBA and the movement-related region depended on the control condition used: The overlap was substantial when contrasting hand and foot movements with a fixation baseline, but small when contrasting these movements with a matched control condition (covert detection without limb movements). Thus, the selective activation to body-part movements appears to be localized adjacent to EBA, at least when contrasted with a matched control condition. Nonetheless, the close proximity of these regions suggests a possible interaction between motor control and visual body processing.

Several authors have proposed that EBA has a motor role, in that its activity may be modulated by the output of the motor system. Specifically, it may receive an “efference copy” of motor commands in order to anticipate the perceptual consequences of...
movement. For example, David et al. (2007; see also Yomogida et al., 2010) adopted such an account for an fMRI study in which participants controlled a simple visual cursor with unseen hand movements. On some trials, the visual feedback was manipulated so that it did not correspond to the participants’ movements. EBA activity was greater on such trials, compared to when the feedback was correct. David et al. (2007) argued that EBA not only represents visual stimulation but also integrates visual and motor signals. Furthermore, David et al. (2009) used TMS combined with a similar protocol to show that stimulation of EBA increased response times on the detection of incorrect-feedback trials. Closer examination (described in detail in Kontaris, Wiggett, & Downing, 2009) suggests, however, that TMS stimulation may have also influenced performance on a motion task that was used as a control, and hence these results may have reflected disruption of adjacent hMT+. This possibility is relevant, given that the visual stimuli in these tasks were not body parts but simple visual cursors, and that hMT+ has itself been implicated in motor-visual mismatches (e.g., Whitney et al., 2007).

Kokal, Gazzola, and Keysers (2009) proposed that EBA is involved in integrating seen and performed joint actions in a different way—by coordinating one’s own behavior with that of another individual (a review by Newman-Norlund, Noordzij, Meulenbroek, & Bekkering, 2007, makes a very similar proposal). In the key conditions of Kokal et al. (2009), the experimenter and the participant used finger movements in order to jointly create a specific angle on a clock-like device. This task produced more activity in lateral occipitotemporal cortex (EBA was not localized) than conditions in which either the participant or the experimenter alone moved the shared object. The authors argued from this finding that EBA has a role in “integrating observed and executed actions.” A simpler alternative account, however, is that observing two finger movements produces more activity in EBA (or nearby hMT+) than one finger movement.

To test the proposal that EBA and FBA receive feedback from the motor system about ongoing movements, Kontaris et al. (2009) showed participants movies of moving hands under varying conditions. In the “compatible” condition, the moving hand was a live on-screen view (via MR-compatible camera) of the participants’ own movements. In the “incompatible” condition, the same stimuli were shown (having been recorded in previous blocks) while the participant made similar but incompatible hand movements. Regions receiving motor information about ongoing hand movements would be expected to respond differently in these conditions—for example, by showing a reduced response to the expected, self-generated visual stimuli seen in the “compatible” condition. Consistent with this, activity in posterior superior temporal sulcus (pSTS) was suppressed to below-baseline levels by the participants’ own movements in that condition (cf. Leube et al., 2003). In contrast, EBA and FBA responded strongly, but equally, to the compatible and incompatible conditions, and to a vision-only condition during which the same movies were shown without concurrent motor actions. This finding is not consistent with the idea that EBA or FBA receive an “efference copy” of motor commands or are otherwise involved in motor control.

Numerous studies have examined the brain areas involved in motor imitation, some of which have implicated EBA. For example, Jackson, Meltzoff, and Decety (2006) found extensive occipitotemporal activity for imitated versus passively observed movements, attributing this to EBA. Based on these findings (and the study by Astafiev et al., 2004), they argued that EBA automatically maps the actor’s body parts on to those of an observed person, in order to support creation of an action plan. However, it seems very likely that imitation requires closer attention to the body stimuli than passive viewing, and that this explains the modulation. Indeed, Chaminade, Meltzoff, and Decety (2005) made just such an interpretation of a similar finding of modulation by imitation in occipitotemporal cortex. More recently, Molenberghs, Brander, Mattingley, and Cunnington (2010) have examined imitation of hand movements with stricter criteria, by identifying areas in which imitation produced greater activity than both passive viewing and action execution conditions. They found such activity only in pSTS.

Finally, motor imagery may produce activity in EBA and/or FBA. For example, Kuhn, Keizer, Rombouts, and Hommel (2011; see also Piefke et al., 2009) found that preparing to make either a limb movement or a face movement modulated EBA and FFA in the expected directions, even though these body parts were not in view. A difficulty of findings of this sort, however, is that they are consistent with multiple views of EBA/FBA functions: They could reflect involvement of these regions in the motor aspects of motor imagery, or simply visual imagery for the relevant body parts (see Blanke, Ionta, Fornari, Mohr, & Maeder, 2010). It is essentially the latter interpretation that Kuhn et al. (2011) adopt for their findings.

We find that the evidence does not support a direct role for EBA and FBA in the motor system. However, there is evidence in the studies reviewed above, and others, that occipitotemporal regions play some role in aspects of motor behavior. Activations are found in this region in response to both intransitive and transitive movements. Orlov et al. (2010) found small but
systematic biases across a wide swath of occipitotemporal cortex for visual depictions of different body parts, including but extending well beyond EBA and FBA. Most notably for present purposes, these biases also corresponded to similar biases in the same regions produced by unseen movements of the participants’ own body parts. Furthermore, Oosterhof et al. (2010) found, using MVPA, that classifiers trained on the patterns of response in this general region (EBA was not localized) produced by different observed actions could discriminate among trials in which participants performed those movements out of view (and vice versa). This finding held for both intransitive and transitive actions, and suggests a crossmodal population coding of action in this general region.

Finally, recent evidence has identified a further occipitotemporal region that is relevant to the findings reviewed here. Bracci, Ietswaart, Peelen, and Cavina-Pratesi (2010) reported a hand-selective area that is adjacent to (and dissociable from) left EBA. This area responded selectively to images of hands, relative to feet and other human body parts. Given that they all used hand movements, many of the studies reviewed in this section, including those of Astafiev et al. (2004), Kontaris et al. (2009), Oosterhof et al. (2010), and Peelen and Downing (2005b), merit re-examination with localization of this hand-selective region.

**EBA AND FBA CREATE COGNITIVELY UNELABORATED, PERCEPTUAL BODY REPRESENTATIONS**

In sum, when stepping back for the broadest view, the above evidence can be characterized by two propositions: (1) EBA and FBA are involved in a wide range of perceptual tasks that involve some aspect of perceiving the human body or its parts; but (2) the evidence for these regions playing a high-level role that is specific to the representation of identity, emotion, body movement, or action, or in the control of motor behavior, is very limited.

We propose instead that the fMRI activations labeled “EBA” and “FBA” reflect relatively concentrated populations of neurons that respond selectively to the visual features that are highly typical of human bodies or body parts. These neurons jointly form a representation of perceived bodies and body parts, making this information available to other regions. They do this by extracting some (but only some) of the information about bodies that is implicit in “early” retinotopic visual representations and making it explicit. This process contributes importantly to computations in other areas in which, for example, representations of emotions, actions, identity, body movements, and goals are extracted.

**Coding of visual body/part features by neuronal activity patterns**

A reasonable proposal is that this encoding of body information within EBA and FBA is carried out by changing patterns of activity across the neural populations local to these two areas. Taking that approach, we can make specific predictions about the representations formed in EBA and FBA (Figure 4). That is, what aspects of the body are highlighted and made explicit, and what aspects are left implicit?

First, we expect that the patterns of activity in these regions will vary systematically when exposed to different body parts (Op de Beeck, Brants, Baeck, & Wagemans, 2010) perhaps more so in EBA than FBA (Taylor et al., 2007). Likewise, the shape of the body and its parts will be explicitly represented in such a way that even relatively subtle differences in form will be amplified by the neural representation (relative, for example, to representations in earlier visual areas). Furthermore, we expect that the “space” of body shapes will be influenced by experience, so as to be skewed toward commonly experienced body types, sizes, and postures as well as views (Chan, Kravitz, Truong, Arizpe, & Baker, 2010).

Similar arguments can be made for posture—that is, systematically different activity patterns will map to the “space” of different possible postures that bodies can achieve. The coding for posture may be somewhat coarser than for form in light of findings such as those of Urgesi, Candidi et al. (2007). And, as we argued above, some postures may be “special” in that they represent “key frames” that are particularly useful for representing the positions of bodies and limbs efficiently. Note that some studies have examined the response to impossible body postures (Costantini et al., 2005; see also Avikainen, Liuhanen, Schurmann, & Hari, 2003; Cross, Mackie, Wolford, & Hamilton, 2010). We expect these will be coded with reference to the nearest possible posture, perhaps with an additional overall increase in activity due to attentional modulation (Candidi, Urgesi, Ionta, & Aglioti, 2008).

On the other hand, the neurons in EBA and FBA do not explicitly represent many high-level properties. For example, patterns of activity in these regions will relate to body shape rather than identity, so they will be more similar for two bodies or body parts with highly similar shape (even across different viewing conditions such as occlusion, viewpoint, etc.; Taylor et al., 2010) than for
two images of the same person where shape has changed (e.g., due to weight gain or age), or for two different body parts of the same person. Likewise, where the same body or body part was seen to be moving in different ways, or engaging in different interactions with the same object, neural activity patterns would remain highly similar (assuming other factors were constant). And, again, a similar argument would be made for the case of motor control—the same body stimuli seen in the context of different ongoing motor behavior by the observer would produce similar patterns of activity.

This consideration of patterns of neural activity suggests that neural populations in EBA and FBA are not monolithic but rather may have a complex structure. The most recent evidence has begun to support this idea. For example, as noted above, Bracci et al. (2010) reported a hand-selective region that falls near, but can be dissociated from, EBA; and Op de Beeck et al. (2010) identified distinct foci that respond maximally to torsos and to hands. Likewise, Weiner and Grill-Spector (2011) showed evidence for discrete sub-regions of EBA that fall in a consistent anatomical relationship to hMT+ and retinotopic regions. In the fusiform gyrus, Michels et al. (2009) identified separable subregions that respond differentially to point-light “walker” stimuli depending on the direction in which they are seen to walk. These findings may generally be seen as extensions of the idea of “EBA” or “FBA” that we have developed. That is, they shed light on the local structure of the body representations in these regions, but they do not suggest an entirely different functional role for them.

**Local anatomical context**

As we and others have discussed (Minnebusch & Daum, 2009; Peelen & Downing, 2007a; Slaughter & Heron, 2004; Taylor et al., 2007), there may be useful parallels to be drawn between the cortical representations of bodies and of other stimulus kinds. The model we develop here can be readily compared, for example, to the structural encoding component of Bruce and Young’s (1986) model of face perception, in which the visual properties of faces are extracted and made available to other systems for the analysis of properties such as identification and emotion recognition. This comparison may indeed be more than just an analogy. Bodies and faces, of course, are commonly perceived together, and the close overlap of FFA and FBA hints at functional interactions. Such interactions are further suggested by recent findings of cross-adaptation between faces and bodies (Ghuman, McDaniel, & Martin, 2010) and the discovery that behavioral costs of body inversion depend on the presence of
the head (Minnebusch, Suchan, & Daum, 2009; Yovel, Pelc, & Lubetzky, 2010) and relate to activity in face-selective areas (Brandman & Yovel, 2010).

More broadly, a similar gross, neuroanatomical structure is seen in occipitotemporal cortex responses to bodies, faces, and objects: The occipital face area (Gauthier et al., 2000; Puce et al., 1996; Rossion et al., 2003) and the LO subregion (Grill-Spector et al., 1999) of the object-selective lateral occipital complex (LOC) (Malach et al., 1995) are found near EBA. Similarly, FFA and the pFs subregion of LOC are found near FBA. As noted above, EBA forms a body representation that is more part-based than FBA. Similar distinctions are found for faces (stronger representation of parts in OFA than FFA; e.g., Liu, Harris, & Kanwisher, 2010) and for objects (LO vs. pFs; e.g., Drucker & Aguirre, 2009). These parallels and others (e.g., Schwarzlose, Swisher, Dang, & Kanwisher, 2008) suggest there is a domain-general division of labor between lateral and ventral occipitotemporal extrastriate areas. This proposal (and an extensive review of the relevant evidence) is considered in depth elsewhere (Taylor & Downing, 2011).

Recent evidence for broad, diffuse body representations in occipitotemporal cortex may seem at odds with a focus on selective regions such as EBA and FBA. Orlov et al. (2010) found a widespread mosaic of broad regions that respond in subtle but systematic ways to perceiving and moving different body parts (e.g., to upper limbs vs. torsos). These responses encompass (but extend well beyond) EBA and FBA, and these findings suggest that some aspects of the perception (and even movement) of body parts could be represented in a distributed way across this broad cortical territory. These findings do not necessarily challenge the importance of focal, selective regions such as those we examine here. Rather they emphasize that aspects of body perception may extend further than previously thought. There may be multiple representations of bodies (and other stimuli) that coexist at different spatial scales in these areas (cf. Graziano & Aflalo, 2007). Indeed, positing a broad, diffuse occipitotemporal representation of bodies, surrounding local “peaks,” may help to account for the familial relationship among many of the distinct but neighboring focal activations discussed here, such as those responding to bodies, faces, tools, action, visual motion, hands, and the like.

Global connections

It is a truism of cognitive neuroscience that task performance is supported by the activity of neural networks. Often, unfortunately, the term “network” is used loosely to describe brain regions that are coactivated in fMRI by the same contrast, in the absence of significant direct evidence for connectivity (e.g., Wiggett & Downing, 2008). Although recent studies address this gap in domains such as face processing, using such tools as dynamic causal modeling (e.g., Fairhall et al., 2007), to our knowledge, there is no extant evidence that pertains to extrastriate body-selective regions.

Nonetheless, it is an entirely reasonable hypothesis that the perceptual information extracted in EBA and FBA is made available by functional connections to other regions. It is the integration of this information with that computed in other regions that together will explain body perception in its fullness. A key question that is at stake when discussing such a putative functional network is to what extent the representations in a given area are penetrated or shaped by those in other regions. What are the limits of the influence of the activity in other areas on the activity in EBA and FBA? The space of possibilities ranges between two extremes. On the one hand, these regions could be entirely encapsulated in the sense that they strictly analyze the lower-level visual signals they receive, and the result is passed on to other brain areas without any further influence by the computations made in those areas. On the other hand, it could be that among the “network” of areas that concerns itself with the perception (and indeed movement) of bodies, the range of functions is widely distributed, and the relatively greater response in one area to visual stimuli and another to motor behavior is a difference of degree rather than kind. On this view, in the extreme it makes little sense at all to consider EBA (or FBA) in isolation, as its functions can only be understood in the context of the entire network.

Our speculation is that the truth leans closer to the former picture than the latter. There are good functional arguments for why the perceptual functions of a network should not be fully penetrable by the operations of other brain areas; a relatively stimulus-bound, veridical representation can be important, for example, when expectations are violated. An important exception to this principle is that the representations in body-selective brain areas (and other extrastriate areas) will be strongly modulated by the focus of attention. This may occur indirectly, such as by spatial attention mechanisms affecting retinotopic maps, with the knock-on effect of modulating body representations according to the contents of attended locations (cf. Downing, Liu, & Kanwisher, 2001). Additionally, attention may directly modulate activity in body-selective regions as a way of supporting a template in the service of an abstractly specified task (Peelen et al., 2009). Given some of the considerations above about substructure, we may further
suppose that attentional effects can be general—across whole body-selective areas—or target specific limbs, say, where those are most relevant.

On our account, a body-selective neuron in EBA or FBA does not “know” (for example) whether someone is angry or sad—it does not contain “angry body detectors.” There is no systematic mapping between the patterns of neural activity in these regions, on the one hand, and the body postures related to different emotions, on the other hand. Other regions interpret the emotion of seen bodies, on the basis of the information provided by EBA and FBA as well as other areas that represent semantic knowledge, scene context, and the like. One result of this process may be attentional feedback to occipitotemporal cortex. If the hands, for example, are important for expressing emotions, then attention will tend to select the hands in the image when emotion is relevant. Hand-related activity patterns in the body-selective areas will be enhanced accordingly. In this way, attention modulates the responses of body-selective neurons to ensure that resources are allocated efficiently to process behaviorally relevant input.

Puzzles

We have focused on vision, but some new evidence points to occipitotemporal body representations in other modalities. Kitada, Johnsrude, Kochiyama, and Lederman (2009) found separate subclusters in the lateral occipitotemporal cortex that respond selectively to either visually or haptically presented body parts. More recently, Costantini et al. (2011) found evidence for right (but not left) EBA engagement by haptic aspects of body-part perception (compared to non-body objects). When considered alongside studies of object recognition that show an overlap between tactile and visual representations (Amedi, von Kriegstein, Van Atteveldt, Beauchamp, & Naumer, 2005), and “typical” occipitotemporal patterns ofselectivity in blind participants for objects (Mahon, Anzellotti, Schwarzbach, Zampini, & Caramazza, 2009; Pietrini et al., 2004) and actions (Ricciardi et al., 2009), these findings point to nonsensory influences on the functional organization of the extrastriate cortex. With respect to the present discussion of EBA and FBA, however, we predict that where tactile stimulation engages these regions, it will be in the service of similar functional properties to those discussed here for the domain of vision.

Some further puzzles remain in the poorly understood influences of nonsensory factors on the characteristics of EBA and FBA. For example, the handedness of participants is related to the lateralization of EBA (but not hMT+) and FFA, such that right-handers, but not left-handers, show a right-hemisphere bias in the size of these selective regions (Willems, Peelen, & Hagoort, 2010). In parallel, it appears that women show a stronger right-lateralization of EBA and FBA than men (in a study in which all bar one of the participants were right-handers; Aleong & Paus, 2010). This may relate to left-visual-field specific body size estimation deficits found in women but not men (Mohr, Porter, & Benton, 2007). The present framework does not account for these (possibly interacting) effects of handedness, gender, and hemisphere.

CONCLUSION

We have sought to take a deliberately simple account of occipitotemporal body representations as far as possible, and, in doing so, to flush out gaps in our knowledge and to provoke debate. This simple model succeeds well in accounting for extant data. Many findings that appear to show elaborated body or person representations in EBA or FBA can be explained with an appeal to simpler principles such as the influence of attention. We argue that body-selective regions exist because of the important and complex information that body parts convey. The fMRI activations that we label “EBA” and “FBA” reflect the activity of neurons that analyze the form and configuration of bodies in a highly efficient and specialized manner. This information is then made available to other brain areas that extract and make explicit the meaningful signals that are implicit in the visual appearance of the body. The joint activity of these regions is what constitutes understanding of an image; but, we argue, the influence of activity in other regions on EBA and FBA is largely limited to attentional modulation.

This discussion helps to highlight some of the many challenges for future research. In our view, these include the following: discovering the detailed structure of body representations in EBA and FBA and how they may differ from each other; investigating their similarities and differences to anatomically aligned object and face representations; obtaining further evidence on the nonsensory influences on activity in these regions; understanding how they relate to diffuse patterns of visual and motor body-related information distributed throughout occipitotemporal cortex; and testing explicitly the proposal that these regions form functional connections with other brain areas in order to jointly create coherent, contextualized, and useful representations of the body.
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Abstract: Downing and Peelen argue that the EBA/FBA represent body-part shapes in a highly schematic manner that is independent of personal identity, emotional expression, movement pattern, and action goal, and that cuts across visual and haptic modalities. According to the grounded cognition framework, these properties make the EBA/FBA suitable for processing body-part shapes not only for perceptual purposes but also for conceptual purposes. Any account of the neural substrates of body-part concepts must, however, accommodate significant cross-linguistic diversity in this semantic domain. Hence, an alternative possibility is that the shape components of body-part concepts depend on areas adjacent to the EBA/FBA.

A prominent theory of conceptual knowledge is the grounded cognition framework, which maintains that concepts are not completely divorced from modality-specific systems for perception and action, but instead overlap with them to some degree (Barsalou, 2008; Kiefer & Pulvermüller, 2011; Martin, 2007). Consider, for example, an fMRI study by Chao, Haxby, and Martin (1999) that focused on the perceptual and conceptual processing of animals and tools. Perceptual processing was probed with passive viewing tasks and match-to-sample tasks, and conceptual processing was probed with picture-naming tasks and property-verification tasks. Across all of the tasks, perceptual as well as conceptual, greater activation for animals was found in a lateral portion of the mid-fusiform gyrus, whereas greater activation for tools was found in a medial portion of the mid-fusiform gyrus. These regions probably represent the shapes of animals and tools, and the fact that they were activated not only by pictures, but also by words, supports the grounded cognition framework. Moreover, several other studies have generated convergent results which suggest that the word-induced fusiform activations reflect the retrieval of shape properties for conceptual purposes, and are not due to mere “imagery” (Martin, 2007).

Although much has been learned about the neural substrates of the shape properties of animal and tool concepts, almost nothing is known about the neural substrates of the shape properties of body-part concepts, as expressed by terms like arm, hand, leg, and foot. This gap in the literature is surprising, given the tremendous interest in body representation that has recently emerged. There is some neuropsychological evidence that body-part concepts depend on the lateral/ventral occipitotemporal cortices, among other regions (Kemmerer & Tranel, 2008). To my knowledge, however, no studies have tested the hypothesis, derived from the strongest form of the grounded cognition framework, that the shape properties of body-part concepts rely specifically on the EBA/FBA or on neighboring areas that also seem to contribute to body-part perception.

According to Downing and Peelen, the EBA/FBA are tuned to the domain of body-part shapes in several ways: They capture “bare bones” schematizations of these objects, as shown by their sensitivity to silhouettes, cartoons, and stick figures; they respond to body-part shapes regardless of personal identity, emotional expression, movement pattern, and action goal; and they generalize across visual and haptic modalities. Interestingly, these representational capacities appear to make the EBA/FBA well suited to processing body-part shapes for both perceptual and conceptual purposes. Hence, an advocate of the grounded cognition framework might predict that understanding a word like leg involves activating the same patches of the EBA/FBA, or the same population codes in these regions, that are engaged during the perceptual recognition of legs.
It is noteworthy, however, that although most languages have words that segment the body according to salient perceptual discontinuities, there is still substantial variation. To take a few examples, Savosavo has a single category for leg that begins at the hip joint and encompasses the foot, ignoring both knee and ankle discontinuities; Yâlî Dnye has one term for the upper leg and another term for the lower leg plus the foot, thus respecting the knee discontinuity but ignoring the ankle discontinuity; Jahai recognizes all three parts—upper leg, lower leg, and foot; and Tidore has one term that covers the foot, lower leg, and lower part of the thigh, and a separate term for “groin” that includes the upper part of the thigh, thus making a category distinction in the absence of a corporeal discontinuity (Majid, 2010).

Any account of the neural underpinnings of body-part concepts must accommodate this diversity. Perhaps language is one of the experiential/cultural factors that, according to Downing and Peelen, influences the EBA/FBA. Alternatively, there may be multiple occipitotemporal body-part maps, and the shape properties of body-part concepts may be subserved by areas near the EBA/FBA. In this situation, the relationships between perceptual and conceptual body-part representations would probably be looser, but they would still be quite close, consistent with a weaker form of the grounded cognition framework. The key point is that both of these possibilities, and others, are ripe for investigation.

Adaptation studies suggest interactive feedback shapes responses in occipitotemporal regions
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Abstract: Downing and Peelen portray the EBA and FBA as a largely impenetrable system, passing on visual signals to other cortical areas where high-level information is extracted. They suggest that the influence of other regions on EBA and FBA is primarily limited to changes in attentional modulation. In the following commentary, this proposal is evaluated within the context of a predictive coding framework. Recent evidence is discussed indicating that fMRI-adaptation effects in occipitotemporal cortex, including EBA and FBA, are consistent with the influence of higher-level modulation, suggesting that responses in these regions are shaped through the interactive feedback of a hierarchical network.

In their discussion paper, Downing and Peelen propose that the joint activity of the extrastriate body area (EBA) and the fusiform body area (FBA) creates a detailed representation of the visual appearance of the human body. They also suggest that the perceptual functions of these regions are largely impenetrable by the operations of other brain areas. By their own admission, the authors present an oversimplified account of body representations in the occipitotemporal cortex. However, a simple model need not characterize EBA and FBA as cognitively impenetrable modules; instead, findings from fMRI-adaptation studies suggest that responses in these regions can be shaped through interactive feedback.

Recently, we measured fMRI-adaptation in EBA and FBA to presentations of the same body compared to different bodies (Ewbank et al., 2011). Both regions showed adaptation to bodies that was invariant to substantial changes in size and view. One interpretation of this finding is that both EBA and FBA hold a relatively high-level representation of body identity. However, using dynamic causal modeling, we were able to demonstrate that adaptation is associated with a change in effective connectivity from FBA to EBA, indicating that adaptation in EBA—across changes in size and view—is the consequence of modulation from FBA. Our findings thus provide direct evidence that top-down modulation may underlie visual adaptation within the occipitotemporal cortex. Moreover, other evidence suggests that such occipitotemporal adaptation effects can be modulated by top-down input from other “systems.” For example, Summerfield et al. (2008) found greater adaptation to faces in the fusiform face area (FFA) when repetitions were expected, reflecting top-down influences from the prefrontal cortex.

These effects are consistent with models of predictive coding in which adaptation is thought to reflect a decrease in prediction error between bottom-up (stimulus-related) and top-down (prediction-related) inputs (Friston, 2005;
Henson, 2003). Indeed, in a previous study, Downing and colleagues themselves suggested that adaptation in EBA and FBA may reflect higher-level modulation (Taylor, Wiggett, & Downing, 2010). Here, they found that the presentation of scrambled masks disrupted adaptation to images of the same body across view, and suggested that this effect may reflect an interruption of the later stages of neural activity in EBA and FBA, “which may be influenced by reciprocal interactions with higher level cortical areas.” ERP evidence also indicates that adaptation across view occurs in a later time period than adaptation to identical images of objects (Schendan & Kutas, 2003). These results suggest that top-down influences on EBA and FBA are unlikely to be restricted to attentional modulation.

In the current paper, the authors propose that a “stimulus-bound” representation in EBA and FBA “may be important for determining when expectations are violated.” This suggests neurons in these regions respond monotonically to all input (unless modulated by changes in attention and other factors). The advantage of a hierarchical model, however, is that it enables the brain to construct prior expectations in a dynamic fashion—rather than being stimulus bound, energy-costly signals are focused on rare inputs, alerting the system to important changes. Thus, neurons in EBA and FBA are suppressed when the same body is expected (e.g., during repetition)—including transitions in size and view—but remain sensitive to unpredicted transitions, such as random changes in body shape (Aleong & Paus, 2010). Similarly, EBA and FBA show an increased response to contorted compared to normal body postures (Cross, Mackie, Wolford, & Hamilton, 2010) and incoherent compared to coherent action sequences (Downing, Peelen, Wiggett, & Tew, 2006).

The key aspect of predictive coding models is that each level in a hierarchy is penetrable by predictions received from the level above. The FBA is unlikely to correspond to the highest stage of body processing, and therefore responses in this region are also likely to be modulated by inferences in higher-level areas. Within this framework, adaptation to repetition of the same body is the consequence of interactions between regions rather than being localized to an individual area.

It appears likely that EBA and FBA extract visual information that contributes to computations pertaining to identity. However, adaptation studies suggest that the relationship between EBA and FBA, and the relationship between these regions and higher-level areas, is likely to be reciprocal, with activity in higher-levels areas dynamically shaping responsivity in lower-levels regions.

* * *

Human body perception and higher-level person perception are dissociated in early development
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Abstract: Developmental data support the proposal that human body perceptual processing is distinct from other aspects of person perception. Infants are sensitive to human bodily motion and attribute goals to human arm movements before they demonstrate recognition of human body structure. The developmental data suggest the possibility of bidirectional linkages between EBA- and FBA-mediated representations and these higher-level elements of person perception.

Downing and Peelen’s conclusion that EBA and FBA encode structural details of the human body and its parts, but do not directly contribute to higher-level person perception, is consistent with developmental work on these topics. Behavioral research with human infants reveals dissociations between body perception and many of the other capacities discussed by Downing and Peelen. I will focus on two of them: recognition of human motion patterns and detection of goal-directed human movement.

The available evidence indicates that EBA and FBA play a causal role in adults’ visual perception of the human body. This is evident in differential responsiveness of these regions to intact human body images as compared to scrambled bodies or other objects. In our behavioral studies with infants, we evaluate visual discrimination of intact human bodies from scrambled non-bodies constructed by moving the arms and legs from their canonical locations. This task indicates that reliable recognition of human body structure does not
emerge until the end of the first year of life (Heron & Slaughter, 2010). We have speculated that this is because, prior to 9–12 months, infants have little visual access to whole bodies; they regularly see other people’s faces, their own and others’ hands (Aslin, 2009), and their own legs. But they may not have much visual experience of how these parts fit together. So prior to the end of the first year of life, infants do not appear to have access to detailed structural representations of the human body.

By contrast, perception and recognition of human body movement emerges within the first few months of life. Behavioral studies indicate discrimination of intact versus phase-shifted human point light display (PLD) walkers by 3 months of age and discrimination of upright from inverted PLD walkers by 5 months (see Bertenthal, 1993). Recent ERP experiments with 8-month-olds revealed different patterns of parietal activation while infants view normal versus scrambled human PLD walkers (Hirai & Hiraki, 2005) as well as upright versus inverted ones (Reid, Hoehl, & Striano, 2006). Therefore, perception of whole-body human movement patterns is an earlier achievement than perception of human body structure.

Attributing goals to human movement is also developmentally distinct from body perception. By 6 months of age, infants encode the goal of a moving human arm (Kiraly, Jovanovic, Prinz, Aschersleben, & Gergely, 2003). That is, when they view an arm reaching for one of two objects, infants expect the arm’s next reach to go for the same object, consistent with its prior goal. Little is currently known about infants’ perception of individual, salient body parts. However, a recent study revealed that 6-month-olds attribute goals to human movement even when it involves a violation of body structure (e.g., when the arm moving to grasp an object bends impossible) (Southgate, Johnson, & Csibra, 2008). So goal attribution to human reaching movements emerges prior to whole-body recognition, and also appears to be distinct from expectations about how arms themselves should appear.

Downing and Peelen favor a model in which EBA- and FBA-mediated structural representations of the body are functionally encapsulated from higher-level inferential systems. They imply that perceptual information computed by body-selective areas constitute representational primitives that are then passed “upward” for more complex processing. This is a logical model that may well describe what occurs in the adult brain. However, as described above, some aspects of higher-level processing (e.g., of human body movement and goal-directed actions) are evident before infants exhibit knowledge about human body structure. This means that at least some aspects of higher-level person perception can occur without the kind of information computed by EBA and FBA. It also suggests that body structural representations may be derived from (rather than be a precursor to) those higher-level processes, or that there may be bidirectional linkages, at least early in development.
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**Abstract:** Downing and Peelen argue for a clear distinction between body and identity representation, with the former performed by EBA and FBA, and the latter performed elsewhere in the brain. Under a predictive coding account, we argue that this separation is unnecessary: Representing bodies is part of representing identity. While neurons in EBA and FBA may only code for body shape and posture, we propose that they are a part of a reciprocally connected cortical network that functions to minimize prediction error when making identity inferences. We propose a novel way to test the hypothesis that EBA and FBA are critically involved in person identification.

Downing & Peelen offer a “cognitively unelaborate” interpretation of research examining EBA and FBA. The authors argue that “the role of these regions [EBA and FBA] consists in creating a perceptual representation of the shape and posture of the body and its parts, which may then be used by other brain regions (e.g., the anterior temporal lobes; Kriegeskorte et al., 2007) to represent person identity explicitly” (p. 193).
Such a proposal assumes that the coding of physical features is separate from a process that determines identity. However, the authors allow for exchange between these distinct processes (and brain regions). For example, “Note that our account does not exclude the possibility that responses in EBA and FBA can be influenced by identity through top-down modulation: The sight of a romantic partner (or, indeed, the self) may increase responses in EBA/FBA due to increases in attention and arousal” (p. 193). Under this framework, it appears that body processing in extrastriate cortex is not part of a “who” system involved in person identification (Georgieff & Jeannerod, 1998), but rather supplies input to it by passing on body shape and postural information. This implies that body shape and posture are not part of “higher-level” identity processes. Rather, EBA and FBA neurons code physical features in an agent-blind manner; that is, they do not contribute to differentiating between identities.

While we agree that current evidence does not support an interpretation beyond coding of physical features, we propose that EBA and FBA do play a critical role in understanding identity by being part of a network of reciprocally connected neural regions that “bias” the neural signals involved in making identity inferences. To illustrate this point, we revisit the “romantic partner” example (p. 193). When a romantic partner walks into a room, coding of her physical features in EBA and FBA, such as a small head and skinny arms, would bias a “who” system toward supporting an inference about the person being a romantic partner, rather than a different acquaintance (with a distinct body shape). This biasing process is similar to the predictive coding account of action perception, which hypothesizes that the brain relies upon Bayesian models to predict how an action should unfold across time, based on prior experience (Kilner, Friston, & Frith, 2007). Perceiving a body shape that matches your romantic partner’s does not mean it is definitely your romantic partner, but based on your prior experience with the perceived body shape, it is statistically more likely to be your partner than another person. In other words, while neurons in EBA and FBA may code only body shape and posture, in doing so they contribute to reducing prediction error throughout a reciprocally connected network of brain regions, which together determine one’s current identity inference. Importantly, EBA and FBA generate only part of the biasing signal that contributes to making an identity inference; one must link this signal with additional biasing signals that relate to other prior person experiences, such as accent, gait, clothes, hairstyle, etc., and this, we agree, likely occurs elsewhere in this cortical network, beyond EBA and FBA.

To test whether EBA and FBA are involved in identifying “who” somebody is according to a predictive coding framework, we suggest that standard neuroimaging experiments lack the sensitivity to address this issue (e.g., Hodzic, Muckli, Singer, & Stirn, 2009); instead, we advocate the use of causality mapping techniques, such as dynamic causal modeling and Granger causality mapping. In a neuroimaging experiment where participants must identify familiar and unfamiliar bodies, causality mapping would enable the flow of information processing to be traced from occipitotemporal areas to anterior regions (e.g., anterior temporal lobes), and the inverse direction. If EBA and FBA do indeed play a role in identifying “who” somebody is, differential directional flow between these regions should emerge when identifying familiar versus unfamiliar bodies. For example, in perceiving familiar individuals, there may be more information flow “backward” from anterior to posterior brain regions, reflecting a top-down biasing signal based on prior information about the person. In contrast, in perceiving unfamiliar individuals, there may be more information flow “forward” from posterior to anterior brain regions, reflecting more bottom-up processing of body shape and posture.

In summary, Downing and Peelen imply that body shape and posture are coded independently of identity, as identity only involves what the authors label as “higher-level processes.” Whether they are labeled high- or low-level, we argue that unique features of a person’s body contribute to knowing who a person is. Moreover, we suggest that EBA and FBA are part of a cortical network of brain areas that rely upon Bayesian models to predict likely identity from prior person experience. As such, we argue that EBA and FBA are integral nodes of a “who” system for making identity inferences. We suggest that a worthwhile pursuit at this stage would be to employ more sensitive neuroimaging measures to determine whether EBA and FBA might assist with body identification according to a Bayesian framework of predictive coding.

* * *
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Abstract: In their timely review, Downing and Peelen differentiate between neural systems dedicated to body perception and body-based person inferences. Rather than supporting their view of these operations as largely separate mental and neural entities, we emphasize reasons to favor a stronger notion of co-dependency.

Based on their discussion of research findings concerning the extrastriate body area (EBA) and the fusiform body area (FBA), the authors conclude that these regions provide a "cognitively unelaborated perceptual framework [of bodies] that allows other cortical systems to exploit the rich, socially relevant information." In so doing, the authors iterate the idea of distinguishing between a core neural system of person perception and an extended system of person inferences as originally introduced by Haxby, Hoffman, and Gobbini (2000) in the realm of face processing. According to this approach, one set of brain regions analyzes the visual appearance of people, whereas additional sites subsequently use this information to generate person inferences (e.g., regarding a target's identity, see Macrae & Quadflieg, 2010).

An extensive body of work indicates, however, that connectivity between brain regions is usually bidirectional and that information reaching a specific cortical site tends to be processed under the influence of cross-regional interactions (e.g., Friston, 2005). From a computational point of view, it also seems unlikely that feed-forward mechanisms alone can accomplish the rapid and adequate recognition of complex visual input (e.g., Mumford, 1992). Hence, it has been argued that perceptual processes are habitually penetrated and disambiguated by higher-level cognitive factors such as a perceiver's expectations and processing goals (Bar, 2009; Bruner, 1973).

To counter such a view in the realm of body perception, Downing and Peelen emphasize that regions such as the EBA and FBA achieve "relatively stimulus-bound" representations that are "not fully penetrable by the operations of other brain areas" (p. 202). Alas, the authors own choice of words gives away the caveat. How relatively stimulus-bound are the representations and to what extent (if not fully) are they modifiable? Importantly, accepting the idea of penetration does not result in the assumption that EBA and FBA themselves compute higher-order cognitive inferences—in which case, there would be no necessity for penetration. Rather, the assumption of penetration argues that due to operations in other brain sites, processes unfolding in the target region are modified.

To illustrate this idea, consider the following results (Quadflieg et al., 2011): Perceivers asked to sex-categorize men and women portrayed in various types of occupational clothing displayed enhanced activity in EBA and FBA when a target's attire violated common gender stereotypes (e.g., when seeing a female firefighter). These data seem incompatible with Downing and Peelen's claim that core body-perception areas create cognitively unelaborated representations. Of course, EBA and FBA are not argued to "know" whether a target fits cultural stereotypes. Nevertheless, the finding indicates that "higher-order" expectations can help or hinder building a coherent person percept.

Note that changes in EBA and FBA activation across experimental conditions as illustrated here may reflect mere attentional modulations during stimulus processing. According to Downing and Peelen, such modulations may be caused by sampling differences (i.e., differences in preferentially attended-to contents) or template differences (i.e., differences in body templates used in the service of task completion). Intriguingly, both mechanisms are also listed by the authors to characterize the type of perceptual processing occurring in core body-perception regions. Populations of neurons in EBA and FBA are argued to extract and bind body information in a non-exhaustive manner (only some of the information) and based on templates "useful for representing the positions of bodies and limbs" (p. 200). This observation then raises the question of how attention-related modulations actually differ from "perceptual" modulations if both comprise the selective sampling, binding, and template-based encoding of body information.
In our view, an empirically falsifiable differentiation between perceptual and attentional modulations forms a necessary prerequisite for understanding aspects of penetration in body perception. This lofty goal cannot be addressed by MRI alone. Rather, dissecting the exact temporal unfolding of body processing across brain regions through high-density recordings of EEG/MEG in humans (e.g., Appelbaum, Wade, Vildavski, Pettet, & Norcia, 2006), or through direct recordings of single-cell responses in nonhuman primates (e.g., Pinsk et al., 2009), is likely to help with such a feat. Alternatively, investigating whether receptive field properties of neurons located in EBA and FBA vary depending on expectations and task demands (see David, Hayden, Mazer, & Gallant, 2008) will add to our understanding of whether it is person perception that solely informs person inferences, or whether person inferences also shape person perception.

**Differential contributions of occipitotemporal regions to person perception**

**Annie W.-Y. Chan and Chris I. Baker**
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**Abstract:** Downing and Peelen have produced an excellent review synthesizing the current literature on the processing of body stimuli in visual cortex. However, while they consider the extrastriate body area (EBA) and fusiform body area (FBA) together, these regions are physically separate in cortex and likely contribute differentially to person perception. Here, we evaluate the hierarchical view of processing in EBA and FBA and highlight the visual field biases in these regions, which may provide insight into their origin and functional roles.

We agree with Downing and Peelen that representations in EBA and FBA primarily reflect visual features of bodies, not higher-level cognitive information such as identity or emotion. However, there are two critical aspects of these regions that remain unclear; namely, why are there two regions and what are the differential contributions of EBA and FBA to person perception?

**Are EBA and FBA hierarchical?**

Downing and colleagues have proposed that EBA primarily represents individual body parts whereas FBA represents the whole body (combination of body parts). Support for this view comes primarily from a study (Taylor, Wiggett, & Downing, 2007) demonstrating that, while the selectivity in EBA increased gradually with increasing amounts of the body presented (finger, hand, limb, whole body), FBA exhibited a step-like function with no selectivity for single fingers or hands. Such a hierarchical account is similar to that proposed for faces and objects, for which there are also two selective regions, one lateral and one ventral (e.g., Liu, Harris, & Kanwisher, 2010). However, as pointed out elsewhere (Op de Beeck, Brants, Baecck, & Wagemans, 2010), Taylor and colleagues did not counterbalance the body stimuli such that each body part occurred in both isolated and combined conditions. Thus, for example, torsos only ever occurred in combination with fingers, hands, and arms, and apparent selectivity for combinations of body parts could be confused with torso selectivity, which has been reported near FBA (Op de Beeck et al., 2010; Orlov, Makin, & Zohary, 2010). Further, other studies have found no difference in selectivity in FBA for isolated, mixed body parts compared with headless bodies (Schwarzlose, Baker, & Kanwisher, 2005). Thus, the current evidence for hierarchical processing within body selective regions is not entirely compelling.

**What do visual field biases tell us about EBA and FBA?**

Both EBA and FBA show spatial biases within the visual field, and this may be important for understanding their roles in person perception. First, FBA lies in a region of cortex with a foveal bias (Levy, Hasson, Avidan, Hendler, & Malach, 2001) and exhibits stronger responses to foveal than peripheral stimuli (Schwarzlose, Swisher, Dang, & Kanwisher, 2008). In contrast, EBA shows stronger responses for peripheral than foveal stimuli (Schwarzlose et al., 2008), and much of EBA appears to overlap regions with an underlying preference for peripheral space (Weiner &
Grill-Spector, 2011). Thus, while FBA appears to be foveally biased, EBA appears to have a bias for more peripheral parts of the visual field.

Second, EBA shows an elevation bias with stronger responses for lower compared to upper visual field body stimuli (Schwarzlose et al., 2008), and much of EBA overlaps maps of the lower visual field (Weiner & Grill-Spector, 2011). This lower-field bias is also observed in nearby regions selective for motion (middle temporal area, MT; Maunsell & Van Essen, 1987) and objects (Kravitz, Kriegeskorte, & Baker, 2010), and is consistent with their relative proximity to the lower field representation in early visual cortex. In contrast, FBA does not show a clear bias to either the upper or the lower visual field (Schwarzlose et al., 2008), perhaps because of the strong foveal bias, although an upper-field bias has been reported in nearby regions of ventral occipitotemporal cortex, such as object-selective posterior fusiform sulcus (Kravitz et al., 2010). Body parts primarily occur outside the fovea in the lower visual field, and this may account for the larger size of EBA relative to FBA (Chan, Kravitz, Truong, Arizpe, & Baker, 2010). In addition, a lower-field bias has also been reported in regions of the dorsal visual pathway involved in the visual control of action (Danckert & Goodale, 2003).

In sum, while the specific roles of EBA and FBA in person perception are unclear, the underlying visual field biases in these regions must be taken into account in any theory of their relative functional roles. These underlying visual field biases may reflect the developmental and evolutionary origin of EBA and FBA. More data are needed to test the hierarchical account and clarify the nature of the underlying visual field biases.

* * *

The extrastriate body area (EBA): One structure, multiple functions?
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Abstract: Downing and Peelen argue that the extrastriate body area (EBA) creates an unelaborated visual representation of the human body, but is not implicated in any higher-order computational process. We believe that this reflects an outdated view of brain function, in which neural regions are informationally encapsulated modules with fixed computational properties. In contrast, there is mounting evidence that functional properties may not be fixed but may be dependent on the context in which the region is recruited. We will illustrate this by taking a closer look at a visual area of which the properties are potentially even simpler: the primary visual cortex.

The ultimate goal of science is to reduce complexity. In this regard, Downing and Peelen do science a service, by “taking a deliberately simple account of occipito-temporal body representations as far as possible” (p. 203). The claim of Downing and Peelen is that EBA and FBA are not involved in any high-level functions such as perceiving body identity or action goals, but only encode fine details about visually perceived bodies. While we do not contest the importance of these regions for visual encoding of perceived bodies, we take issue with the notion that these regions have no functional relevance beyond this. In particular, we feel that this reflects an outdated view of brain function, in which neural computations are time- and context-independent, whereas mounting evidence paints a more dynamic picture of neuronal computations. We will illustrate this with an example from an earlier visual cortical region, the primary visual cortex (V1).

Since the time of Hubel and Wiesel (1968), V1 has been traditionally thought of as an “edge detector” or spatial filter, given that V1 neurons are exquisitely tuned to both the retinotopic location and spatial orientation of a visual stimulus (e.g., Bell & Sejnowski, 1997). Indeed, the initial response of V1 neurons is very reminiscent of an “edge detector,” with an exquisitely tuned response of each neuron to a particular orientation in a particular part of visual space. This response pattern has been robustly observed both in awake behaving animals and under profound states of anesthesia (Dow, Snyder, Vautin, & Bauer, 1981; Schiller, Finlay, & Volman, 1976).

It may, however, be a mistake to conclude that V1 is only functionally relevant to edge detection. Subsequent studies have shown that V1 response properties (such as orientation and color tuning) can be dramatically different at later time points during perceptual inference (Lamme & Roelfsema, 2000). These
changes in response profile, which are likely due to feedback (and possibly horizontal) connections to V1, suggest that V1 computations may be different at different time points. Indeed, computational models of perceptual inference suggest that while early activity in V1 may simply reflect feature detection, at a later stage V1 may actively participate in multiple visual routines such as object reconstruction and completion (Lee, Mumford, Romero, & Kanwisher, 1998). Indeed, later activity in V1 appears to reflect the perception of illusory contours in Kanisza-like figures, where no physical line is present in the neuron’s receptive field (Lee & Nguyen, 2001), and it has even been argued that feedback to V1 is necessary in order to become aware of a visual stimulus (Lamme, 2006; Pascual-Leone & Walsh, 2001). Finally, a recent study provides compelling evidence for a potential role of V1 in working memory, when a visual stimulus had to be held online for a prolonged period of time while the stimulus is not physically present (Harrison & Tong, 2009). Considering all the evidence, the label of V1 as an “edge detector” may at best be an incomplete characterization of this cortical module. While this label may correctly describe the function of this node at an early stage of the cortical computation, when receiving information from the lateral geniculate nucleus in the thalamus, its response properties and thereby putative computational role appear to change at later stages when it receives input from other areas that are higher in the cortical hierarchy.

The same argument may well pertain to the EBA and FBA. There is indeed good evidence of these regions’ involvement in the encoding of fine details of bodies (Downing, Jiang, Shuman, & Kanwisher, 2001), just as there is good evidence of the involvement of V1 in encoding orientation and contrast of line stimuli (Hubel & Wiesel, 1968). But there appears equally good evidence of the modulation of activity of these regions by more high-level factors. Indeed, Downing and Peelen describe several cases in which EBA/FBA activity is modulated by higher-level factors. They interpret these activity modulations as “attentional feedback to occipitotemporal cortex” (p. 203). However, as we have seen with the example of V1, activity modulations by feedback may subserve much more complex processing than simply “boosting the representation,” and may alter the representation itself. The activity of V1 to an illusory (Lee & Nguyen, 2001) line is “cognitively elaborated,” in the sense that it does not passively represent “what the eyes tell,” but rather what is in “the mind’s eye.” It may be equally incorrect to refer to the representation in EBA as “cognitively unelaborated.”

Perhaps the most striking examples of top-down influence on EBA are provided by motor control studies, in which no visual stimulus of a body part were presented, yet where robust EBA activity is sometimes observed (Astafiev, Stanley, Shulman, & Corbetta, 2004; Kuhn, Keizer, Rombouts, & Hommel, 2011; Zimmermann, Meulenbroek, & de Lange, 2011). This situation is reminiscent of the aforementioned study by Harrison and Tong (2009), where, in the absence of any physical stimulus, V1 contributes to holding online a perceptual representation. We believe that EBA may have a similar role in motor control, in terms of holding online a visual representation of the goal state of an action. While this does not contest a role of EBA in representing bodies, it does not render the region irrelevant to motor planning. A crucial test of the necessity of this region in action planning should come from intervention studies, such as lesion studies or transcranial magnetic stimulation (TMS). Indeed, a patient study observed deficits in motor planning following lesions of the ventral occipitotemporal cortex (Dijkerman, McIntosh, Schindler, Nijboer, & Milner, 2009), though the relative lack of specificity precludes a straightforward interpretation. Importantly, TMS studies that aim to show the (ir) relevance of EBA to motor control should bear in mind the potential dynamic nature of the computations in EBA, possibly by targeting this area at different stages of the planning process (cf. Pascual-Leone & Walsh, 2001). We believe that this could be a fruitful area of future research.

**Functional and epiphenomenal modulation of neural activity in body-selective visual areas**

Cosimo Urgesi1 and Alessio Avenanti2
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Abstract: Although attention may play a major role in explaining EBA/FBA activation during high-order, body-related tasks, it is important to establish the functional significance of top-down modulation in different tasks. While neuroimaging studies documented the functional and anatomical specificity of EBA/FBA activation during body form perception, repetitive transcranial magnetic stimulation (rTMS) and brain-lesion studies provided causative evidence that activity in EBA is essential for processing morphological details of body parts. Local processing of body shapes in EBA might contribute to the representation of high-order body attributes, including person identity and body esthetics, which probably rely on a widespread network of different interconnected areas.

After the first descriptions, 10 years ago, of body-selective activations in the occipitotemporal cortex (Downing, Jiang, Shuman, & Kanwisher, 2001), several studies have now documented modulations of EBA and/or FBA in different tasks involving the visual processing of whole human bodies and non-facial body parts. In their discussion paper, Downing and Peelen review most of this evidence and suggest that the variety of functions involving the body-selective activation of EBA/FBA points to a basic, but still body-specific, perceptual role. Moreover, they propose that the modulation of EBA/FBA neural activity during high-order processing of body stimuli might be attributed to increased attention to the body triggered by task demands. The attentional account is extremely powerful in that it may immediately explain EBA/FBA involvement in high-order functions found in several studies.

We believe, however, that the functional significance of top-down modulation in the different tasks needs to be established. Indeed, attentional top-down modulations of neural activity may be epiphenomenal to task performance, reflecting the increased perceptual saliency of body stimuli in the visual scene or the activity of high-order interconnected areas. Alternatively, it might have a specific functional significance, reflecting an increased recruitment of areas that process stimulus features critical for task performance.

Disentangling whether increased activation of EBA/FBA during high-order, body-related tasks is functionally essential, rather than epiphenomenal, requires direct testing. It is then critical to understand the following: (1) which body-related, high-order tasks modulate activity in EBA/FBA; (2) to what extent different body-related areas in temporal, parietal, and premotor regions are modulated by high-order tasks; (3) which high-order functions are impaired after damage to EBA/FBA.

Previous neuroimaging studies have provided evidence that modulation of EBA/FBA during at least some high-order cognitive functions is functionally (point 1) and anatomically (point 2) specific. For example, while it is likely that a moving body is more interesting than a still body, EBA activity is not modulated by the movement of the observed body (Downing et al., 2001). Conversely, EBA activity is strongly influenced by distortions in body size (Mohr et al., 2011) and is altered in patients with eating disorders (Suchan et al., 2010; Uher et al., 2005). Furthermore, while perception of incoherent, as compared to coherent, sequences of body postures induces greater activation of EBA, the opposite pattern was found in premotor and parietal areas involved in action representation (Downing, Peelen, Wiggett, & Tew, 2006).

An important contribution to understanding the functional significance of EBA/FBA relies on testing the consequences of their lesion in brain-damaged patients or in neurologically intact individuals by repetitive transcranial magnetic stimulation (rTMS) (point 3) (Avenanti & Urgesi, 2011). Dysfunctional activity of EBA/FBA is associated with deficits in the visual discrimination of body parts, but not of face or object parts (Moro et al., 2008; Pitcher, Charles, Devlin, Walsh, & Duchaine, 2009; Urgesi, Berlucchi, & Aglioti, 2004). Importantly, lesions to EBA/FBA led to poor performance when discriminating the morphology of the body parts of different individuals, while performance in discriminating limb postures with different possible or impossible implied actions was not affected (Candidi, Urgesi, Ionta, & Aglioti, 2008; Moro et al., 2008; Urgesi, Candidi, Ionta, & Aglioti, 2007).

This would suggest that EBA may help to discriminate different body identities, probably by processing the local details of body parts which are stable across the range of postural configurations largely shared by all...
human bodies. Accordingly, rTMS of EBA disrupted the local processing of inverted body postures, but not the configural processing of upright bodies (Urgesi, Calvo-Merino, Haggard, & Aglioti, 2007). Local versus configural body processing may be involved in different perceptual and high-order tasks, including person discrimination (Urgesi, Candidi et al., 2007) and evaluation of body esthetics (Calvo-Merino, Urgesi, Orgs, Aglioti, & Haggard, 2010). Claiming that EBA/FBA is involved in a high-order body function does not necessarily imply that it explicitly and specifically represents high-order body attributes (such as identity, action, emotion, or esthetics), but rather that EBA/FBA contributes to the representation of such attributes.

It is likely that high-order body attributes are not unitarily represented in a single brain area, but involve a network of regions, each processing specific aspects. For example, body identity may emerge from the integration of different static (e.g., body shape) and dynamic (e.g., gait) perceptual cues with person-specific “semantic” knowledge, including name, occupation, relationships, etc. All these types of information are processed in different interconnected areas, whose pattern of activation might lead to the representation of person-specific identity. This view is in keeping with Downing and Peelen’s proposal, since EBA/FBA is not likely to explicitly represent person identities as whole and unitary attributes (i.e., my romantic partner). This highlights, however, a widespread representation of high-order functions which involves several areas, including EBA/FBA, in processing body shape (the shape of my partner’s body).

Understanding which high-order functions involve EBA or FBA activity will advance our knowledge of body visual representations as well as of the multifaceted organization of complex, body-related functions.

* * *
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**Abstract:** The discovery of face-sensitive and body-sensitive regions in the extrastriate human cortex has raised the problem of the relations of these areas to face and body knowledge and their role in person identification. In this commentary, I point to some as yet unexplored aspects of these cortical regions, including their status as proper anatomo-functional areas, the role of body appearance in the recognition of persons, and the development of body-related and face-related areas in sighted and congenitally blind individuals.

Downing and Peelen (henceforth D&P) present an extensive review of the explosion of studies on body-selective activities of the occipito-temporal cortex which has followed the discovery of the extrastriate body area (EBA) and the fusiform body area (FBA). Both of these areas respond to the visual presentation of bodies and bodily parts except the face. D&P argue that activities in these areas are sufficient to describe the shape and posture of bodies in some detail. More elaborate analyses of bodily structure, actions, and emotional expressions, eventually leading to person identification, are thought by D&P to be carried out in other parts of the brain. This reasonable hypothesis does not exclude the possibility that inputs from EBA and FBA to the putative higher-order areas, as well as feedback from the latter areas to the former, are essential for person identification from bodily appearance and related cognitive abilities. Unfortunately, the psychophysiology of the identification of a person from his/her bodily rather than facial features is not well understood. Bodies are usually covered by clothes and carry paraphernalia which may contribute to or even be essential for person identification, and the face is regarded by most as the paramount if not the only part of human anatomy which allows the recognition of an individual. In her book on visual agnosia, Martha Farah (2004) mentions the old story of the professor walking by two naked students sunbathing, the smarter of whom covers her face instead of her pudenda to avoid being recognized. There is a well-known neurological syndrome of prosopagnosia, the inability to recognize familiar faces, but I am unaware of neurological disorders of person identification specifically based on a faulty appreciation of bodily appearance. In what follows, I will comment on a few questions that have come to my mind while reading the review and will attempt to point to possible experiments that may answer them.

So far, we have little or no cytoarchitectural or hodological information that may confer on EBA and FBA
the status of cortical areas in a strictly anatomofunctional sense. As acknowledged by D&P, the work of Orlov, Makin, and Zohary (2010) suggests that EBA and FBA, as identified by fMRI, may simply represent peaks of activity within a broader cortical territory involved in the processing of environmental information, including the category of bodies and bodily parts, but extending beyond it. Since EBA is known to respond not only to visual inputs but also to proprioceptive inputs from the body (e.g., Astafiev, Stanley, Shulman, & Corbetta, 2004), its characterization as a cortical area would be strengthened by the demonstration of selective inputs to it from the somatosensory thalamus or cortex. In vivo studies with diffusion tensor imaging (DTI) have the potential to provide this information.

Although face recognition is a slowly developing ability (Sugita, 2009), it has long been known that newborn infants are able to distinguish a proper face from a “scrambled” face in which the relative positions of eyes, nose, and mouth are rearranged in a random fashion. By contrast, the ability to distinguish proper bodies from scrambled bodies does not emerge until the middle of the second year, suggesting that knowledge of the basic bodily structure is acquired through postnatal neural maturation or experience or both (Slaughter & Heron, 2004). In affective social exchanges with their mothers, babies most probably pay more attention to emotional visual and acoustic signals from the mother’s face than to signals from her body. Further, the capacity of newborn babies to imitate gestures (Meltzoff & Moore, 1977), if it exists, is limited to the orofacial territory and possibly only to tongue protrusion (Jones, 2009). All this evidence suggests a possibly differential development of face-sensitive and body-sensitive regions in the human cortex, and I wonder if there is any electrophysiological or fMRI evidence to prove it.

Konorski (1967) was the first to postulate the existence of separate “gnostic units” (neurons or cortical regions) specifically reactive to various categories of visual stimuli, one of which is the seen position of one’s own limbs. He thought that the putative gnostic units for the latter category are utilized very early in life to build up associations between visual inputs from visible body parts and the proprioceptive sensations from those same parts. Such a combination of visual and somatic inputs may be necessary to construct a correct internal image of one’s own body as well as of other bodies. Congenitally blind children draw and model human bodies less accurately than blindfolded sighted children with regard to both presence and placement of body parts, as well as an exaggerated size attributed to hands and arms, which are their main means of space exploration (Critchley, 1953; Kinsbourne & Lempert, 1980). In sighted adults, processing of the body by EBA and FBA extends beyond the visual modality, since both areas are activated by tactile exploration of human faces and other body parts such as hands and feet (Kitada, Johnsrude, Kochiyama, & Lederman, 2009). Further, again in sighted adults, EBA is activated by one’s own movements made out of view (Astafiev et al., 2004), as well as by haptic and visual imagery of body parts. (Costantini, Urgesi, Galati, Romani, & Aglioti, 2011). It is known that in congenitally blind adults different forms of space perception and representation engage posterior brain areas endowed with visual functions in sighted individuals (e.g., Renier et al., 2010; Ricciardi et al., 2009). I wonder whether face- and body-sensitive areas, including EBA and FBA, can be localized with such stimuli and procedures in congenitally blind adults. If so, one would have to assume a commitment, perhaps even an early one, of these areas to represent the body independently of vision.

* * */
Reply to Commentaries

How might occipitotemporal body-selective regions interact with other brain areas to support person perception?

Paul E. Downing¹ and Marius V. Peelen²
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We argued in our Discussion Paper for the view that the main functional role of occipitotemporal body-selective regions is to make explicit, via patterns of activity, the shape and posture of perceived bodies, rather than directly representing higher-order person attributes. Much of the commentary was on the question of how activity in other brain areas interacts with activity in EBA and FBA. In this reply, we emphasize that our claims do not imply that EBA and FBA are cognitively impenetrable modules that are driven only by bottom-up input from earlier visual regions. Instead, it is likely that these regions interact heavily with other brain regions, and that their activity is shaped—in limited ways—by both feed-forward and feedback connections. In the context of such large-scale networks, EBA and FBA activity will be most effective at conveying detailed information about the shape and posture of bodies in the current percept.

One common theme was on the minds of the majority of commentators: How do EBA and FBA interact with other areas of the brain, and, in particular, how does the activity of higher-order areas influence and shape the representations in these body-selective regions? Various commentators approach this in different ways and with different emphases. For example, Berlucchi states that “inputs from EBA and FBA to the putative higher-order areas, as well as feedbacks from the latter areas to the former, are essential for person identification from bodily appearance and related cognitive abilities”; Ewbank states that “the relationship between EBA and FBA, and the relationship between these regions and higher-level areas, is likely to be reciprocal, with activity in higher-level areas dynamically shaping responsivity in lower-level areas”; and Ramsey et al. “propose that [EBA and FBA] are a part of a reciprocally connected cortical network that functions to minimize prediction error when making identity inferences.”

Several commentators (Berlucchi; Quadflieg & Rossion; Urgesi & Avenanti) explicitly note that an interaction between higher-order areas and EBA/FBA is compatible with our main proposal that these regions encode the shapes and postures of bodies. However, such interactions were also raised as a challenge to our proposal that representations in EBA/FBA are “cognitively unelaborated” (see commentaries by Ewbank; de Lange & Bekkering; Quadflieg & Rossion; and Ramsey, Cross, & van Schie). In our Discussion Paper, we did not discuss putative interactions between EBA/FBA and other brain regions in detail, mostly because there is not much evidence to go by (other than evidence for attentional modulation). We speculated (p. 193) that activity in EBA and FBA likely follows the subjective percept rather than the retinal image, and that these regions may therefore be influenced by person identity inferences made in other regions (cf. commentaries of Quadflieg & Rossion and Ramsey et al.). Furthermore, we noted (pp. 197, 199) that visual imagery (and presumably working memory) may activate body representations in EBA/FBA (cf. commentary of de Lange & Bekkering). Finally, rather than proposing that EBA and FBA are “cognitively impenetrable modules” (Ewbank), we proposed (p. 202) that there are good functional arguments for why representations in the perceptual nodes of a network should not be fully penetrable by other parts of the network, again stressing the lack of empirical work in this area. As we will outline below, we
support the idea that higher-order regions influence representations in EBA and FBA beyond attentional modulation (e.g., as in the case of visual imagery). We argue that such top-down influences are nonetheless compatible with our view that these regions primarily encode body shape and body posture rather than higher-order person attributes.

It may be useful to think of EBA and FBA as forming an ad hoc network with other remote brain regions when the current goals or focus of interest is relevant to body perception. The “nodes” of this network each contribute information to the whole, in the form of its patterns of activity. The activity of these nodes will bias and influence each other, so that the network will normally tend to settle on a coherent, mutually consistent state that results in some kind of understanding of the scene. In this context, EBA and FBA activity will, as we have argued, be most effective at conveying detailed information about the shape and posture of the bodies of people in the scene.

While in some ways this representation of body shape and posture might be considered a “low-level” representation, we do not argue that EBA and FBA produce a mere copy of the aspects of the retinal image that come from bodies. Instead, we expect that patterns of activity relate to the subjective body percept, which arises from coordinated activity of many areas. Here are two concrete examples (to our knowledge, the relevant studies do not exist). First, by analogy to “Mooney” (1957) faces, we would expect responses to bodies/body parts to increase in FBA and EBA when a highly schematized image produces a body percept, compared to when it does not. Experiencing the percept of a body will shape the way that individual reduced or ambiguous features are interpreted with a corresponding effect on patterns of activity in these regions. Second, prior knowledge about a perceived individual can strongly influence the percept of a person, and the development of body representations. For example, consider a scenario where a person is seen but is partially occluded or otherwise covered, as by loose clothing. Where that person is known to the observer, we would expect a more detailed, focused pattern of response in EBA/FBA reflecting the knowledge of that shape, compared to an unknowing observer.

This second example in particular raises the question of how, and to what extent, body representations in EBA and FBA are “penetrable”; that is, how their activity is modulated or shaped by the influences of other brain regions. The simplest possibility is that overall activity in these regions is grossly up- or down-regulated via such mechanisms as spatial attention (e.g., attending toward or away from the person in a scene). In our Discussion Paper, we argued for such a mechanism as an alternative account to explain modulations that authors had taken as evidence for more complex processes in these regions. More subtly, similar mechanisms could come into play to select among possible distinct body representations. For example, switching attention from someone’s hand to their foot may not change overall activity levels in EBA but may influence the detailed pattern of activity that is expressed in that region. Finally, activity in other areas may help to “complete” a missing percept, or, similarly, to form a prediction about an upcoming percept. To return to our earlier example: Where an unknown person in an unfamiliar setting is seen, but is partly occluded, local associative processes may be sufficient to complete a general but imprecise representation that would “fill in” the missing stimulus details. Where contextual information or other cues about the identity of the person are available (e.g., through the face), these may further support such completion processes, allowing a more detailed and accurate completion of the missing information.

These proposals allow EBA and FBA to play a rich and complex role in the perception of other people, in combination with other areas, yet preserve the parsimonious idea that the patterns of activity local to these areas are tuned to the relatively simple properties of shape and posture. They show how these patterns can work interactively to extract, for example, the identity of the people around us, without directly and locally coding for identity per se. Of course, these questions of connectivity and penetrability are not specific to body representation. In neuroimaging studies, many of the recent efforts to answer these questions have focused, for some good reasons, on faces (e.g., Fairhall & Ishai, 2007). As more becomes known about the neural encoding of the appearance of the body, EBA and FBA will provide a valuable additional test bed for hypotheses about local encoding and long-range influences (Ewbank et al., 2011).

Aside from considering connectivity and penetrability of representations, several of the commentaries explore other more specific issues. We focus briefly on two: the distinction between body parts and wholes, and the development of body representations.

Chan and Baker argue that the evidence for a part-based bias to body representations in EBA, relative to FBA, is not iron-clad. We agree, although we note other TMS evidence that is also consistent with this idea (e.g., Urgesi, Calvo-Merino, Haggard, & Aglioti, 2007). More broadly, there is increasing evidence that distinctions between the functional properties of EBA and FBA may be usefully understood in reference to similar focal extrastriate representations of faces and of object form more generally. That is, for each of these
kinds, fMRI studies show focal, selective activations that are relatively posterior-lateral (EBA, face-selective OFA, and object-form selective LO) and distinct foci that are relatively ventro-medial (FBA, face-selective FFA, and object-form selective pFs). Across categories, these representations appear to be distinguished in several ways, including among them a bias for part over whole representations in the posterior-lateral regions, and the reverse bias in ventro-medial representations (Taylor & Downing, 2011).

Further, in an earlier paper, Taylor, Wiggett, and Downing (2007) noted that the hierarchical organization of the body into parts is systematic (“fingers,” “arms,” etc.) and asked whether EBA body representations might respect these boundaries, carving at the joints, as it were. Kemmerer valuably points out that linguistic partitions of the body are not culturally universal, so that, at some level at least, what is a natural “part” of the body for one individual may not be so for another. This provokes an interesting question about the susceptibility of part representations in EBA to semantic/linguistic influences. In the spirit of our proposed framework, we might expect no such influence. However, it is possible that these semantic/linguistic influences shape the way that individuals attend to the bodies of others in daily life. If these biases are regular and consistent, it is conceivable that they would in turn shape, over time, the “space” of neural patterns representing the body in these regions.

Slaughter and Berlucchi both comment on the development of body structure knowledge in infants. Evidence for late development of body structure knowledge comes from studies measuring the time infants look at intact versus scrambled bodies (e.g., a body with arms attached to the hips). Initial studies estimated that it is not before 15 months of age that infants’ looking behavior discriminates between intact and scrambled bodies (Slaughter & Heron, 2004). In a later study (Heron & Slaughter, 2010), this was shown to depend on the realism of the stimuli, with the earliest age of discriminating realistic intact from realistic scrambled bodies being around 9 months of age. By contrast, sensitivity to body motion and goal-directed action appears to develop earlier in life (Bertenthal, 1993; Király, Jovanovic, Prinz, Aschersleben, & Gergely, 2003). According to Slaughter, this developmental dissociation is consistent with our proposed dissociation between EBA and FBA (involved in the encoding of body shape) and other regions involved in the encoding of body motion and action goals. She further suggests that the developmental dissociation implies that certain aspects of higher-level person perception can occur without the information computed by EBA and FBA. While this is an interesting idea, what needs to be shown to complete the link that Slaughter makes is that developing knowledge of body structure relates systematically to increasing sophistication of the body shape/posture representations in EBA/FBA. Without this, it is still unclear whether the relatively late development of body structure knowledge in infants should be interpreted as providing evidence that high-level person perception, such as perceiving action goals, can bypass EBA and FBA. Finally, it is not unlikely that future studies, using more sensitive methods, may reveal body structure knowledge in infants at increasingly younger ages.

To sum up, the simple model of body encoding that we proposed in our Discussion Paper explains a great deal of the current literature and does so parsimoniously. When considering how EBA and FBA work interactively with other brain areas, as they must, we can see how their shape and posture representations could contribute critically to many high-level functions of person perception, such as the identification of others. Much remains to be learned about how these two areas make distinct contributions to person perception. More generally, it is clear that in the next few years there will be a lot of energy directed at the broad question of how the nodes of the brain’s interconnected networks influence each other. The highly focal, well-characterized nature of extrastriate body representations, and the many cognitive and perceptual functions for which the perception of other people is relevant, make these areas worthy of a focus in these ongoing studies.
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