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\textbf{A B S T R A C T}

In fuzzy clustering, the fuzzy c-means (FCM) algorithm is the most commonly used clustering method. Various extensions of FCM had been proposed in the literature. However, the FCM algorithm and its extensions are usually affected by initializations and parameter selection with a number of clusters to be given a priori. Although there were some works to solve these problems in FCM, there is no work for FCM to be simultaneously robust to initializations and parameter selection under free of the fuzziness index without a given number of clusters. In this paper, we construct a robust learning-based FCM framework, called a robust-learning FCM (RL-FCM) algorithm, so that it becomes free of the fuzziness index and initializations without parameter selection, and can also automatically find the best number of clusters. We first use entropy-type penalty terms for adjusting bias with free of the fuzziness index, and then create a robust learning-based schema for finding the best number of clusters. The computational complexity of the proposed RL-FCM algorithm is also analyzed. Comparisons between RL-FCM and other existing methods are made. Experimental results and comparisons actually demonstrate these good aspects of the proposed RL-FCM where it exhibits three robust characteristics: 1) robust to initializations with free of the fuzziness index, 2) robust to (without) parameter selection, and 3) robust to number of clusters (with unknown number of clusters).
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Since Zadeh [8] proposed fuzzy set that introduced the idea of partial memberships described by membership functions, it was successfully applied in clustering. Fuzzy clustering has been widely studied and applied in a variety of substantive areas more than 45 years [9–12] since Ruspini [13] first proposed fuzzy c-partitions as a fuzzy approach to clustering in the 1970s. In fuzzy clustering, the fuzzy c-means (FCM) clustering algorithm proposed by Dunn [14] and Bezdek [9] is the most well-known and used method. There are many extensions and variants of FCM proposed in the literature. The first important extension to FCM was proposed by Gustafson and Kessel [GK] [15] in which the Euclidean distance in the FCM objective function was replaced by the Mahalanobis distance. Afterwards, there are many extensions to FCM, such as extensions to maximum-entropy clustering (MEC) by Karayiannis [16], Miyamoto and Umayahara [17] and Wei and Fahn [18], extensions to $L_p$ norms by Hathaway et al. [19], extension of FCM as alpha-cut implemented fuzzy clustering algorithms by Yang et al. [20], extension of FCM for treating very large data by Havens et al. [21], an augmented FCM for clustering spatiotemporal data by Izaikian et al. [22], and so forth. However, these fuzzy clustering algorithms always need to give a number of clusters a priori. In general, the cluster number $c$ is unknown. In this case, validity indices can be used to find a cluster number $c$ where they are supposed to be independent of clustering algorithms. Many cluster validity indices for fuzzy clustering algorithms had been proposed in the literature, such as partition coefficient (PC) [23], partition entropy (PE) [24], normalization of PC and PE [25–26], fuzzy hypervolume (FHV) [27] and $XB$ (Xie and Beni [28]).

Frigui and Krishnapuram [29] proposed the robust competitive agglomerative (RCA) algorithm by adding a loss function of clusters and a weight function of data points to clusters. The RCA algorithm can be used for determining a cluster number. Starting with a large cluster number, RCA reduces the number by discarding clusters with less cardinality. Some parameter initial values are needed in RCA, such as time constant, discarding threshold, tuning factor, etc. Another clustering algorithm was presented by Rodríguez and Laio [30] for clustering by fast search, called C-FS, using a similarity matrix for finding density peaks. They proposed the C-FS algorithm by assigning a cutoff distance $d_c$ and selecting a decision window so that it can automatically determine a number of clusters. In [30], the cutoff distance $d_c$ becomes another parameter in which clustering results are heavily dependent of the cutoff parameter $d_c$. Recently, Fazendeiro and Oliveira [31] presented a fuzzy clustering algorithm with an unknown number of clusters based on observer position, called focal point. With this point, observer can select a suitable point while searching for clusters that is actually appropriate to the underlying data structure. After the focal point is chosen, the initialization of cluster centers must be generated randomly. The inverse of $XB$ index is used to compute the validity measure. The maximal value is chosen to get the best number of clusters. Although these algorithms can find a number of clusters during iteration procedures, they are still dependent of initializations and parameter selections.

Up to now, there is no work in the literature for FCM to be simultaneously robust to initializations and parameter selection under free of the fuzziness index without a given number of clusters. We think that this may be due to its difficulty for constructing this kind of robust FCM. In this paper, we try to construct a robust learning-based framework for fuzzy clustering, especially for the FCM algorithm. This framework can automatically find the best number of clusters, without any initialization and parameter selection, and it is also free of the fuzziness index $m$. We first consider some entropy-type penalty terms for adjusting the bias, and then create a robust-learning mechanism for finding the best number of clusters. The organization of this paper is as follows. In Section 2, we construct a robust learning-based framework for fuzzy clustering.

The robust-learning FCM (RL-FCM) clustering algorithm is also presented in this section. In Section 3, several experimental examples and comparisons with numeric and real data sets are provided to demonstrate the effectiveness of the proposed RL-FCM, which can automatically find the best number of clusters. Finally, conclusions are stated in Section 4.

2. Robust-learning fuzzy c-means clustering algorithm

Let $X = \{x_1, \ldots, x_n\}$ be a data set in a $d$-dimensional Euclidean space $\mathbb{R}^d$ and $V = \{v_1, \ldots, v_l\}$ be the $c$ cluster centers with its Euclidean norm denoted by $d_{kl} = \|x_k - v_l\|_2 = \sqrt{\sum_{j=1}^{d} (x_{kj} - v_{lj})^2}$.

The fuzzy c-means (FCM) objective function [9–10] is given with

$$J_{m}(U, V) = \sum_{i=1}^{n} \sum_{k=1}^{c} \mu_{ik}^m d_{ik}^2$$

where $m > 1$ is the fuzziness index, $\mu = \{\mu_{ik}\}_{i=1}^{n} \in M_{\text{fcn}}$ is a fuzzy partition matrix with $M_{\text{fcn}} = \{\mu = [\mu_{ik}]_{n \times c} | V, \forall k \leq 1, \sum_{i=1}^{c} \mu_{ik} = 1, 0.0 \leq \mu_{ik} < 1, \}$, and $d_{ik} = \|x_i - v_l\|_2$ is the Euclidean distance. The FCM algorithm is iterated through necessary conditions for minimizing $J_{m}(U, V)$ with the updating equations for cluster centers and memberships as:

$$U = \{\mu_{ik}\}$$

and

$$V = \{v_l\}$$

We know that the FCM algorithm is dependent on initial values and some parameters need to be given a priori, such as a fuzziness index $m$, cluster center initialization and also a number of clusters. Although there exist some works in the literature to solve some problems in FCM, such as Dembélé and Kasnter [32] and Schwämmle and Jensen [33] on estimating the fuzziness index $m$ for clustering microarray data, there is no work for FCM to be simultaneously robust to initializations and parameter selection under free of the fuzziness index $m$ without a given number of clusters. Next, we construct a robust learning-based schema for FCM to simultaneously solve these problems. Our basic idea is that, we first consider all data points as initial cluster centers, i.e., the number of data points is the initial number of clusters. After that, use the mixing proportion $\alpha_k$ of the cluster $k$, which is like a cluster weight, and discard these clusters that have values of $\alpha_k$ less than one over the number of data points. The proposed algorithm can iteratively obtain the best number of clusters until it converges.

For a data set $X = \{x_1, \ldots, x_n\}$ in $\mathbb{R}^d$ with $c$ cluster centers to have FCM be simultaneously robust to initializations and parameter selection under free of the fuzziness index $m$ that can automatically find the best number of clusters, we add several entropy terms in the FCM objective function. First, to construct an algorithm free of the fuzziness index $m$, we replace $m$ by adding an extra term with a function of $\mu_{ik}$. In this sense, we consider the concept of MEC [16–18] by adding the entropy term of memberships with $\sum_{k=1}^{c} \sum_{i=1}^{n} \mu_{ik} \ln \mu_{ik}$. Moreover, we use a learning function $r$, i.e., $r \sum_{k=1}^{c} \sum_{i=1}^{n} \mu_{ik} \ln \mu_{ik}$, to learn the effects of the entropy term for adjusting bias. We next use the mixing proportion $\alpha = (\alpha_1, \cdots, \alpha_c)$ of clusters, where $\alpha_k$ presents the probability of one data point belonged to the $k$th cluster with the constraint $\sum_{k=1}^{c} \alpha_k = 1$. Hence, $- \ln \alpha_k$ is the information in the occurrence of a data point belonged to the $k$th cluster. Thus, we add the entropy term $\sum_{k=1}^{c} \sum_{i=1}^{n} \mu_{ik} \ln \alpha_k$, to summarize the average of information for the occurrence of a data point belonged to the corresponding cluster over fuzzy memberships. Furthermore, we borrow the idea of Yang et al. [34] in the EM algorithm by using the entropy term, $\sum_{k=1}^{c} \alpha_k \ln \alpha_k$, to represent the average of information for the occurrence of each data point belonged to the corresponding cluster. Totally, the entropy terms of mixing proportion in probability and the average of occurrence in probability over fuzzy memberships are used for learning to find the best number of clusters.
According to the above construction for FCM, we propose a robust-learning FCM (RL-FCM) objective function as follows:

$$f({\mathbf{U}}, \alpha, {\mathbf{V}}) = \sum_{l=1}^{c} \sum_{k=1}^{n} \mu_{lk} d_{ik}^2 - r_1 \sum_{k=1}^{n} \mu_{lk} \ln \alpha_k$$

$$+ r_2 \sum_{k=1}^{n} \mu_{lk} \ln \mu_{lk} - r_3 n \sum_{k=1}^{c} \alpha_k \ln \alpha_k,$$

where $r_1, r_2, r_3 \geq 0$ and $d_{ik} = \|x_i - v_k\|_2^2 = \sqrt{\sum_{j=1}^{d} (x_{ij} - v_{kj})^2}$. The Lagrangian function of (1) is

$$f({\mathbf{U}}, \alpha, \lambda_1, \lambda_2, {\mathbf{V}}) = \sum_{l=1}^{c} \sum_{k=1}^{n} \mu_{lk} d_{ik}^2 - r_1 \sum_{k=1}^{n} \mu_{lk} \ln \alpha_k$$

$$+ r_2 \sum_{k=1}^{n} \mu_{lk} \ln \mu_{lk} - r_3 n \sum_{k=1}^{c} \alpha_k \ln \alpha_k$$

$$- \lambda_1 \left(\sum_{k=1}^{c} \mu_{lk} - 1\right) - \lambda_2 \left(\sum_{k=1}^{c} \alpha_k - 1\right).$$

By considering the Lagrangian function in (2), the updating equation for membership function, cluster center, and mixing proportion are as follows. The updating equation for the RL-FCM objective function(${\mathbf{U}}, \alpha, {\mathbf{V}}$) with respect to $v_k$ is as Eq. (3).

$$v_k = \frac{\sum_{i=1}^{n} \mu_{ik} x_i}{\sum_{i=1}^{n} \mu_{ik}}.$$ (3)

By taking the partial derivative of the Lagrangian in Eq. (2) with respect to $\mu_{lk}$ and setting them to be zero, it becomes

$$\frac{\partial f}{\partial \mu_{lk}} = d_{ik}^2 - r_1 \alpha_k + r_2 (\ln \mu_{lk} + 1) - \lambda_1 \mu_{lk} = 0$$

and

$$\ln \mu_{lk} = -\frac{d_{ik}^2 + r_1 \ln \alpha_k}{r_2}.$$ (4)

Similarly, we have $\frac{\partial f}{\partial \alpha_k} = -r_1 \sum_{l=1}^{c} \mu_{lk} / \alpha_k - r_3 n (\ln \alpha_k + 1) - \lambda_2 = 0$. By multiplying with $\alpha_k$, we obtain

$$-r_1 \sum_{k=1}^{c} \mu_{lk} - r_3 n \alpha_k (\ln \alpha_k + 1) - \lambda_2 \alpha_k = 0.$$ (5)

By substituting (6) into (5), we have $-r_1 \sum_{k=1}^{c} \mu_{lk} - n r_3 \alpha_k (\ln \alpha_k + 1) - (r_3 n r_3 - n r_3) \alpha_k = 0$. Then, the updating equation for $\alpha_k$ can be obtained as follows:

$$\alpha_k^{(new)} = \frac{1}{n} \sum_{l=1}^{c} \mu_{lk} + \frac{r_3}{r_1} \alpha_k^{(old)} \left(\ln \alpha_k^{(old)} - \sum_{l=1}^{c} \alpha_l^{(old)} \ln \alpha_l^{(old)}\right).$$ (7)

For solving the initialization problem, all data points are assigned as initial clusters for the first iteration. That is, $c^{(0)} = n$ and $\alpha^{(0)} = 1/c = 1/n, k = 1, \ldots, c$. There are competitions between these mixing proportions according to Eq. (7). Iteratively, the algorithm can find the final number of clusters $c$ by utilizing the following Eq. (8). When $\alpha_k^{(new)} < 1/n$, we discard illegitimate mixing proportion $\alpha_k^{(new)}$. Therefore, the updating number of clusters $c^{(new)}$ is

$$c^{(new)} = c^{(old)} - \left|\{\alpha_k^{(new)} | \alpha_k^{(new)} < 1/n, k = 1, 2, \ldots, c^{(old)}\}\right|$$

where $|\{|\}$ denotes the cardinality of the set $\{|\}$. After updating the number of clusters $c$, the remaining mixing proportion $\alpha_k^{(new)}$ and corresponding $\mu_{lk}^{(new)}$ need to be re-normalized by

$$\alpha_k^{(new)} = \alpha_k^{(new)} / \sum_{l=1}^{c^{(new)}} \alpha_l^{(new)}$$

$$\mu_{lk}^{(new)} = \mu_{lk}^{(new)} / \sum_{l=1}^{c^{(new)}} \mu_{lk}^{(new)}.$$ (9)

Eqs. (9) and (10) keep the constraints $\sum_{k=1}^{c^{(new)}} \alpha_k^{(new)} = 1$ and $\sum_{k=1}^{c^{(new)}} \mu_{lk}^{(new)} = 1$. We utilize this concept to estimate the best number of clusters $c$.

A new problem is how to learn the values of the three parameters, $r_1$, $r_2$, and $r_3$ for the three penalty terms $\sum_{k=1}^{c} \sum_{l=1}^{n} \mu_{lk} \ln \alpha_k$, $\sum_{k=1}^{c} \sum_{l=1}^{n} \mu_{lk} \ln \mu_{lk}$, and $\sum_{k=1}^{c} \alpha_k \ln \alpha_k$, respectively. By considering some decrease learning rates, such as $e^{-t}$, $e^{-t/10}$, and $e^{-t/100}$, we know that $y = e^{-t}$ decreases slower, but $y = e^{-t}$ decreases faster. Since $\sum_{k=1}^{c} \mu_{lk} \ln \alpha_k$ has effect on membership partition and mixing proportion, we assume that $r_1$ is not set to decrease too slow or too fast. Therefore, we set $r_1$ as

$$r_1^{(t)} = e^{-t/10}.$$

On the other hand, because the term $\sum_{k=1}^{c} \mu_{lk} \ln \alpha_k$ is the entropy to the partition membership $\mu_{lk}$ and has effect on the clustering results, the parameter $r_2$ should maintain large value and does not need too much variation in iterative process. In this sense, we consider the decreasing learning rate for $r_2$ by assigning it with

$$r_2^{(t)} = e^{-t/100}.$$ (11)

In order to avoid that $\sum_{k=1}^{c} \alpha_k \ln \alpha_k$ interferes with $\sum_{k=1}^{c} \sum_{l=1}^{n} \mu_{lk} \ln \alpha_k$ when the algorithm is stable, the term $\sum_{k=1}^{c} \alpha_k \ln \alpha_k$ needs large effect in initially iterative process and small effect when the algorithm is stable. Since $r_3$ is a control scale for the entropy to $\alpha_k$, we consider that $r_3$ is related to the variation of the mixing proportion $|\alpha_k^{(new)} - \alpha_k^{(old)}|$. Our goal is that $r_3$ can control competition of the mixing proportions. Therefore, first $r_3$ is defined with

$$r_3 = \frac{\sum_{k=1}^{c} \exp (-\eta t (\alpha_k^{(new)} - \alpha_k^{(old)})))}{c},$$ (13)

where $\eta = \min\{1, 2/(d/2 - 1)\}$ and the notation $|\alpha|_d$ denotes the largest integer no more than $\alpha$. In Eq. (13), if $|\alpha_k^{(new)} - \alpha_k^{(old)}|$ is small, then $r_3$ will become large to enhance its competition. If $|\alpha_k^{(new)} - \alpha_k^{(old)}|$ is large, then $r_3$ is small to maintain stability. In addition, the competition of the mixing proportions for the higher dimensional data needs the larger value of $r_3$. Therefore, $\eta = \min\{1, 2/(d/2 - 1)\}$ is to adjust $r_3$. Furthermore, we need to consider the restriction of $\max \alpha_k^{(new)} \leq 1$. However, $\max \alpha_k^{(new)}$

$$\leq \max \left(\frac{1}{r} \sum_{l=1}^{c} \mu_{lk} \right) + \frac{n}{r} \max \alpha_k^{(old)} (\ln \alpha_k^{(old)} - \sum_{l=1}^{c} \alpha_l^{(old)} \ln \alpha_l^{(old)})$$

and

$$\leq \max \left(\frac{1}{r} \sum_{l=1}^{c} \mu_{lk} \right) + \frac{1}{r} \max \alpha_k^{(old)} (\ln \alpha_k^{(old)} - \sum_{l=1}^{c} \alpha_l^{(old)} \ln \alpha_l^{(old)}) < \max \left(\frac{1}{r} \sum_{l=1}^{c} \mu_{lk} \right) + r_3 (-\max \alpha_k^{(old)}$$

$$\sum_{l=1}^{c} \alpha_l^{(old)} \ln \alpha_l^{(old)}).$$

Therefore, if $\max \left(\frac{1}{r} \sum_{l=1}^{c} \mu_{lk} \right) - r_3 \max \alpha_k^{(old)} \leq -\max \alpha_k^{(old)} \ln \alpha_k^{(old)} \leq 1$, then the restriction will be held. It follows that
This difference can be measured by the decrease of $\mu_k$:

$$\Delta \mu_k = \mu_k(n) - \mu_k(0)$$

To combine Eq. (13) and Eq. (14), we obtain

$$r_3 = \min \left( \frac{1}{c} \sum_{i=1}^{c} \exp \left( -\eta |a_k(n) - a_k(0)\right) - \left( - \max_{1 \leq k \leq c} a_k(0) \sum_{t=1}^{c} a_t(0) \ln a_t(0) \right) \right)$$

When the number of clusters $c$ is stable, the competition of mixing proportions will be stopped. The parameter $r_3$ can be set as 0 at this point. In our experiments, the number of clusters $c$ is usually stable if iteration $t$ is large than or equal to 100. Thus, we give the flowchart of the proposed robust-learning FCM (RL-FCM) as shown in Fig. 1, and the RL-FCM clustering algorithm is summarized as follows:

**RL-FCM Algorithm**

Fix $\varepsilon > 0$. Give initials $c(0) = n$, $\nu_k(0) = x$, $\alpha_k(0) = \frac{1}{n}$, and initial learning rates $r_1(0) = r_2(0) = r_3(0) = 1$. Let $t = 1$.

1. **Step 1:** Compute $\mu_k^{(t)}$ using $\mu_k^{(t-1)}$, $\alpha_k^{(t-1)}$, $v_k^{(t-1)}$, $r_1^{(t-1)}$, and $r_2^{(t-1)}$ by Eq. (4).
2. **Step 2:** Update $r_1^{(t)}$ and $r_2^{(t)}$ by Eqs. (11) and (12), respectively.
3. **Step 3:** Update $\alpha_k^{(t)}$ with $\mu_k^{(t)}$ and $\alpha_k^{(t-1)}$ by Eq. (7).
4. **Step 4:** Update $r_3^{(t)}$ with $\alpha_k^{(t)}$ and $\alpha_k^{(t-1)}$ by Eq. (15).
5. **Step 5:** Update $c^{(t-1)}$ to $c^{(t)}$ by discarding those clusters with $\alpha_k^{(t)} < 1/n$ using Eq. (8) and normalize $\alpha_k^{(t)}$ and $\mu_k^{(t)}$ by Eqs. (9) and (10), respectively.
6. **Step 6:** Update $\nu_k^{(t)}$ using $c^{(t)}$ and $\mu_k^{(t)}$ by Eq. (3).
7. **Step 7:** Compare $\nu_k^{(t)}$ and $\nu_k^{(t-1)}$.
   - If $\max_{1 \leq k \leq c^{(t-1)}} \|\mu_k^{(t)} - \mu_k^{(t-1)}\| < \varepsilon$, STOP.
   - ELSE $t = t + 1$ and return to Step 1.

We analyze the computational complexity for the RL-FCM algorithm. The computational complexity is calculated as follows. The RL-FCM algorithm can be divided into three parts: (1) compute the membership partition $\mu_k$, which needs $O(nc^2d)$; (2) compute the mixing proportion $\alpha_k$, which needs $O(nc^3)$; (3) update cluster center, $\nu_k$, which needs $O(nc)$.

For a Gaussian mixture model in Example 1, data is generated from a $d$-variate normal mixture model

$$f(x; \theta) = \sum_{k=1}^{c} \alpha_k f(x; \theta_k) = \sum_{k=1}^{c} \alpha_k (2\pi)^{-d/2} |\Sigma_k|^{-1/2} e^{-1/2(x-\mu_k)^T \Sigma_k^{-1} (x-\mu_k)}$$

where $\alpha_k > 0$ denotes mixing proportions with $\sum_{k=1}^{c} \alpha_k = 1$, and $f(x; \theta_k)$ denotes the density of $x$ from $k$th group with the corresponding parameter $\theta_k$ consisted of a mean vector $\mu_k$ and a covariance matrix $\Sigma_k$.

**Example 1.** In this example, we use a data set with 500 data points generated from a three-component Gaussian mixture distribution, with parameters $\alpha_1 = \alpha_2 = \alpha_3 = 1/3$, $\mu_1 = (0 \ 0)^T$, $\mu_2 = (7 \ 0)^T$, $\mu_3 = (14 \ 0)^T$, and $\Sigma_1 = \Sigma_2 = \Sigma_3 = (1 \ 0)$, as shown in Fig. 2(a). After two iterations, the number of cluster decreases.
3. Experimental results and comparisons

In this section we present some experimental examples with artificial and real data sets, also image segmentations to show the performance of the proposed RL-FCM algorithm. The validity indices of partition coefficient (PC) [23], partition entropy (PE) [24], modified PC (MPC) [25], modified PE (MPE) [26], fuzzy hypervolume (FHV) [27], and Xie and Beni (XB) [28] are computed to compare with the number of clusters obtained from RL-FCM. The comparisons between RL-FCM, FCM, robust competitive agglomeration (RCA) [29], clustering by fast search (C-FS) [30], observer-biased (OB) [31], and robust EM (R-EM) [34] are also made, by using fuzziness index $m = 2$.

**Example 2.** In this example, we use a data set with 500 data points generated from the five-component Gaussian mixture distribution, with parameters $\alpha_1 = 1/5$, $k = 1, \ldots, 5$, $\mu_1 = (0\ 0)^T$, $\mu_2 = (0\ 6)^T$, $\mu_3 = (10\ 0)^T$, $\mu_4 = (10\ 6)^T$, $\mu_5 = (5\ 3)^T$, $\Sigma_1 = \Sigma_2 = \Sigma_3 = \Sigma_4 = (1\ 0\ 0\ 0)$, and $\Sigma_5 = (0.01\ 0\ 0\ 0)$, as shown in Fig. 3(a). The data set is seen as two circles at the bottom side, and a separated line horizontal shape in the center. The proposed RL-FCM algorithm is applied for this data set and have the number of clusters decrease from 500 to 5 after 26 iterations, as shown in Fig. 3(b). We find that the RL-FCM can detect five clusters with $c^* = 5$ and AR = 0.9630. While using the FCM by assigning the number of clusters, $c = 5$, yields the clustering results as shown in Fig. 3(c) with the same AR.

As known, cluster validity indices are usually used to find the number of clusters. In this example, PC [23], PE [24], MPC [25], MPE [26], FHV [27], and XB [28] are computed to check whether RL-FCM is valid or not. All validity index values are shown in Table 1. The indices PC and PE give the best number of clusters with $c^* = 2$, but the indices MPC, MPE, FHV, and XB give the best number of clusters with $c^* = 5$.

![Fig. 2](image_url)

(a) 3-cluster dataset; (b) Clustering result after 2 iterations with 289 clusters; (c) Clustering result after 5 iterations with 190 clusters; (d) Clustering result after 10 iterations with 78 clusters; (e) Clustering result after 15 iterations with 10 clusters; (f) Final result from RL-FCM with 3 clusters.

**Table 1**

<table>
<thead>
<tr>
<th>$c$</th>
<th>PC</th>
<th>PE</th>
<th>MPC</th>
<th>MPE</th>
<th>FHV</th>
<th>XB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.7497</td>
<td>0.4013</td>
<td>0.4994</td>
<td>0.4210</td>
<td>13.3712</td>
<td>0.1482</td>
</tr>
<tr>
<td>3</td>
<td>0.6414</td>
<td>0.6315</td>
<td>0.4621</td>
<td>0.4234</td>
<td>13.3343</td>
<td>0.2399</td>
</tr>
<tr>
<td>4</td>
<td>0.7219</td>
<td>0.5572</td>
<td>0.6292</td>
<td>0.5980</td>
<td>7.6920</td>
<td>0.0990</td>
</tr>
<tr>
<td>5</td>
<td>0.7643</td>
<td>0.5202</td>
<td>0.7053</td>
<td>0.6768</td>
<td>5.2695</td>
<td>0.0553</td>
</tr>
<tr>
<td>6</td>
<td>0.7280</td>
<td>0.6134</td>
<td>0.6736</td>
<td>0.6577</td>
<td>5.6192</td>
<td>0.1313</td>
</tr>
</tbody>
</table>

The noisy data set is shown in...
We implement the RL-FCM algorithm for the noisy data set with clustering results shown in Fig. 4(b). We find that the RL-FCM algorithm still obtains five clusters after 20 iterations with AR = 0.9940. In this case, the RL-FCM algorithm is quite robust in this noisy environment.

Example 3. In this example, we show another data set with 13 blocks generated from continuously uniform distribution, where each block contains 50 data points, as shown in Fig. 5(a). Using the RL-FCM algorithm, we get 13 clusters after 19 iterations. We find that the RL-FCM can detect 13 clusters with $c^* = 13$ and AR = 1.00, as shown in Fig. 5(b). The validity index values of PC, PE, MPC, MPE, FHV and XB are shown in Table 2, where the validity indices of PC, PE and MPC give the best number of clusters with $c^* = 2$, the validity indices of MPE, FHV, and XB give the best number of clusters with $c^* = 13$.

We continue adding 100 noisy points in the data set of Fig. 5(a). The noisy data set is shown in Fig. 6(a). The effectiveness of RL-FCM in handling noise is demonstrated in Fig. 6(b) where we can see the RL-FCM algorithm still obtains 13 clusters after

![Fig. 3. (a) 5-cluster dataset; (b) Final result from RL-FCM; (c) Final result from FCM with $c = 5$.](image)

![Fig. 4. (a) 5-cluster dataset with noisy points; (b) Final result from RL-FCM.](image)

![Fig. 5. (a) 13-cluster data set; (b) Final result from RL-FCM.](image)

![Fig. 6. (a) 13-cluster dataset with 100 noisy points; (b) Final results from RL-FCM.](image)

<table>
<thead>
<tr>
<th>$c$</th>
<th>PC</th>
<th>PE</th>
<th>MPC</th>
<th>MPE</th>
<th>FHV</th>
<th>XB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8173</td>
<td>0.3109</td>
<td>0.6347</td>
<td>0.5514</td>
<td>9.4148</td>
<td>0.0985</td>
</tr>
<tr>
<td>3</td>
<td>0.6920</td>
<td>0.5526</td>
<td>0.5380</td>
<td>0.4970</td>
<td>9.9570</td>
<td>0.1995</td>
</tr>
<tr>
<td>4</td>
<td>0.6201</td>
<td>0.7160</td>
<td>0.4935</td>
<td>0.4835</td>
<td>10.0563</td>
<td>0.1968</td>
</tr>
<tr>
<td>5</td>
<td>0.5714</td>
<td>0.8538</td>
<td>0.4642</td>
<td>0.4695</td>
<td>10.2323</td>
<td>0.1750</td>
</tr>
<tr>
<td>6</td>
<td>0.5571</td>
<td>0.9122</td>
<td>0.4685</td>
<td>0.4909</td>
<td>9.6476</td>
<td>0.1611</td>
</tr>
<tr>
<td>7</td>
<td>0.5478</td>
<td>0.9715</td>
<td>0.4725</td>
<td>0.5008</td>
<td>9.0646</td>
<td>0.1420</td>
</tr>
<tr>
<td>8</td>
<td>0.5553</td>
<td>0.9845</td>
<td>0.4917</td>
<td>0.5266</td>
<td>8.3539</td>
<td>0.1419</td>
</tr>
<tr>
<td>9</td>
<td>0.5530</td>
<td>1.0206</td>
<td>0.4971</td>
<td>0.5355</td>
<td>7.9127</td>
<td>0.1121</td>
</tr>
<tr>
<td>10</td>
<td>0.5773</td>
<td>0.9970</td>
<td>0.5303</td>
<td>0.5670</td>
<td>6.5653</td>
<td>0.1184</td>
</tr>
<tr>
<td>11</td>
<td>0.5866</td>
<td>0.9987</td>
<td>0.5453</td>
<td>0.5835</td>
<td>5.9894</td>
<td>0.0910</td>
</tr>
<tr>
<td>12</td>
<td>0.6072</td>
<td>0.9707</td>
<td>0.5715</td>
<td>0.6094</td>
<td>5.7108</td>
<td>0.0826</td>
</tr>
<tr>
<td>13</td>
<td>0.6201</td>
<td>0.9540</td>
<td>0.5885</td>
<td>0.6281</td>
<td>4.6097</td>
<td>0.0683</td>
</tr>
<tr>
<td>14</td>
<td>0.6055</td>
<td>1.0003</td>
<td>0.5751</td>
<td>0.6210</td>
<td>4.7423</td>
<td>0.2000</td>
</tr>
</tbody>
</table>
20 iterations with AR = 1.00 from these clustering results shown in Fig. 6(b).

**Example 4.** Modifying from Fazendeiro and Oliveira [31], 300 data points of a 2D Gaussian mixture distribution are constructed as seen in Fig. 7(a), with parameters αk = 1/6, μ1 = (1 3)T, μ2 = (3 2)T, μ3 = (3 7)T, μ4 = (5 5)T, μ5 = (7 8)T, μ6 = (9 6)T, and Σk = (0.4 0 / 0 0.4), k = 1, ..., 6, where two clusters are overlapping. The proposed RL-FCM algorithm can obtain six clusters as well as the clustering results obtained from Fazendeiro and Oliveira [31] after 28 iterations, as shown in Fig. 7(b), with AR = 0.9667. Using FCM with c = 6, the average AR is 0.8910 (Fig. 7(c)). The validity index values of PC, PE, MPC, MPE, FHV and ΞB are shown in Table 3, where the validity indices MPC, MPE, FHV, and ΞB are shown in Table 3, where the validity indices MP, MPE, FHV, and ΞB are shown.

Moreover, to show the performance of RL-FCM with more overlapping data set, we generate 500 data points of a 2D Gaussian mixture distribution as shown in Fig. 8(a), with parameters αk = 1/6, μ1 = (1.5 3)T, μ2 = (3 3)T, μ3 = (3 6)T, μ4 = (5 5)T, μ5 = (6 7)T, μ6 = (8 6.5)T, and Σk = (0.4 0 / 0 0.4), k = 1, ..., 6. The proposed RL-FCM algorithm still can obtain six clusters after 32 iterations, as shown in Fig. 8(b), with AR = 0.9140, while using FCM with c = 6, the average AR is 0.8896 (Fig. 8(c)).

**Example 5.** For considering more number of clusters, in this example, we generate 500 data points from a 2D Gaussian mixture distribution, as shown in Fig. 9(a), where the data set is consisted of 25 clusters with Σk = (1 0 / 0 1), k = 1, ..., 25. Using the RL-FCM algorithm, the data set can be well separated into 25 clusters after 31 iterations, as shown in Fig. 9(b), with AR = 1.00. While using FCM with c = 25, the average AR is 0.8558, as shown in Fig. 9(c).

Furthermore, we continue a data set with Σk = (3 0 / 0 3), k = 1, ..., 25, as shown in Fig. 10(a). We find that RL-FCM still obtain 25 clusters after 36 iterations with AR = 0.9160, as shown in Fig. 10(b). While using FCM with c = 25, the average AR is 0.8340, as shown in Fig. 10(c).

**Example 6.** In this example, we consider 3-dimensional data with 17 blocks generated from uniform distributions, where each block contains 50 data points, as shown in Fig. 11(a). Using the RL-FCM algorithm, it gets 17 clusters after 51 iterations, as shown in Fig. 11(b). RL-FCM can detect 17 clusters with AR = 1.00, while using FCM with c = 17, the average AR is 0.8851, as shown in Fig. 11(c).

We continue a more number of clusters that has 21 blocks generated from uniform distributions, as shown in Fig. 12(a). RL-FCM obtains 21 clusters after 49 iterations with AR = 0.9962, as shown in Fig. 12(b). While using FCM with c = 21, the average AR = 0.8826, as shown in Fig. 12(c).

We study different learning behaviors for the parameter r1 and r2. From all above examples, we implement the RL-FCM algorithm using four learning functions, i.e., e−t, e−t/10, e−t/100, and e−t/1000. Clustering results obtained by using r1 = e−t indicate that cluster bias is adjusted too fast, so it is very difficult to target optimal cluster centers with correct number of clusters. On the other hand, when r1 = e−t/1000, cluster bias is adjusted slow, so it cannot create better clustering results with correct number of clusters. Tables 4 and 5 show the cluster number results using different learning rates for r1 and r2 (ARs are presented inside brackets), respectively. We also can see the behavior of r1 and r2 from these tables. Most of them, the greater r1 obtains the more cluster number. While for r2, the greater r2 gives the less cluster number. Using r1 = e−t/10, r1 = e−t/100, r1 = e−t/1000 or r2 = e−t/10, r2 = e−t/100, r2 = e−t/1000, some cluster bias can be adjusted well and targeted to optimal cluster centers. However, r1 = e−t/10 and r2 = e−t/100 can
often give the best number of clusters with the smallest error rate. Overall, we recommend the learning function $r_1 = e^{-t/10}$ and $r_2 = e^{-t/100}$ as a decreasing learning of the parameters $r_1$ and $r_2$, respectively, in the proposed RL-FCM algorithm.

**Example 7 (Iris data set).** In this example, we use the Iris real dataset from UCI Machine Learning Repository [35], which contains 150 data points with four attributes, i.e., sepal length (SL, in cm), sepal width (SW, in cm), petal length (PL, in cm), and petal width (PW, in cm). The Iris data set originally has three clusters (i.e., setosa, versicolor, and virginica). Using the RL-FCM algorithm, we get three clusters in 23 iterations, as shown in Fig. 13. We find that the RL-FCM and R-EM can detect three clusters with $c^* = 3$ and the AR of 0.9067 (or 14 error counts) and 0.5200 (or 72 error counts), respectively. Using the FCM by assigning the number of clusters $c = 3$ for the Iris data set, we generally get an average AR...
Fig. 11. (a) 17-cluster dataset; (b) Final result from RL-FCM; (c) Final result from FCM with \( c = 17 \).

Fig. 12. (a) 21-cluster dataset; (b) Final result from RL-FCM; (c) Final result from FCM with \( c = 21 \).

Fig. 13. Final result from RL-FCM for the Iris data set.

Table 5
Cluster number results using different learning functions for \( r_2 \) with \( r_1 = e^{-1/10} \) (ARs presented inside brackets).

<table>
<thead>
<tr>
<th></th>
<th>Ex. 1</th>
<th>Ex. 2</th>
<th>Ex. 3</th>
<th>Ex. 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>True</td>
<td>c</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>13</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>( e^{-1} )</td>
<td>56</td>
<td>49</td>
<td>46</td>
<td>25</td>
</tr>
<tr>
<td>( e^{-1/10} )</td>
<td>6</td>
<td>4</td>
<td>13 (1.0000)</td>
<td>5</td>
</tr>
<tr>
<td>( e^{-1/100} )</td>
<td>3 (1.0000)</td>
<td>5 (0.9960)</td>
<td>13 (1.0000)</td>
<td>6 (0.9667)</td>
</tr>
<tr>
<td>( e^{-1/1000} )</td>
<td>3 (1.0000)</td>
<td>2</td>
<td>13 (1.0000)</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 6
Validity index values of PC, PE, MPC, MPE, FHV and XB for the Iris data.

<table>
<thead>
<tr>
<th></th>
<th>c</th>
<th>PC</th>
<th>PE</th>
<th>MPC</th>
<th>MPE</th>
<th>FHV</th>
<th>XB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.8920</td>
<td>0.1961</td>
<td>0.7941</td>
<td>0.7172</td>
<td>0.0216</td>
<td>0.0542</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.7632</td>
<td>0.3999</td>
<td>0.6748</td>
<td>0.6296</td>
<td>0.0205</td>
<td>0.1371</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.7065</td>
<td>0.5617</td>
<td>0.6887</td>
<td>0.5948</td>
<td>0.0209</td>
<td>0.1938</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.6654</td>
<td>0.7659</td>
<td>0.5818</td>
<td>0.5800</td>
<td>0.0204</td>
<td>0.2283</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.6065</td>
<td>0.8178</td>
<td>0.5278</td>
<td>0.5436</td>
<td>0.0217</td>
<td>0.3273</td>
<td></td>
</tr>
</tbody>
</table>

of 0.8933 (or 16 error counts). The validity index values of PC, PE, MPC, MPE, FHV and XB for the Iris data set are shown in Table 6, where all validity indices, except the index FHV with \( c^* = 5 \), give the best number of clusters with \( c^* = 2 \). However, no validity index can give three clusters with \( c^* = 3 \). For comparison, with parameter selections, RCA and OB give correct cluster number with average AR = 0.9667 and 0.8975, respectively, while C-FS gives two clusters.

Example 8 (Breast data set). Breast data set consists of 699 instances and 9 attributes, divided into two clusters (benign and malignant) [35]. One attribute with missing value is discarded in this experiment. RL-FCM obtains two clusters with AR = 0.9528, while R-EM obtains seven clusters. Using proper parameter selections, RCA, OB, and C-FS give two clusters with average AR = 0.6552, 0.9471, and 0.7761, respectively. Using FCM with \( c = 2 \) gives AR = 0.9356.
Table 7
Cluster numbers obtained by RL-FCM, R-EM, RCA, OB, and C-FS using different parameter selections.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>True c</th>
<th>RL-FCM</th>
<th>R-EM</th>
<th>RCA</th>
<th>OB</th>
<th>C-FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex. 1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>Ex. 2</td>
<td>5</td>
<td>5</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>5, 6, 7, 8, 5</td>
</tr>
<tr>
<td>Ex. 3</td>
<td>13</td>
<td>13</td>
<td>15</td>
<td>9</td>
<td>13</td>
<td>2, 3, 4, 5, 4, 14</td>
</tr>
<tr>
<td>Ex. 4</td>
<td>6</td>
<td>6</td>
<td>5</td>
<td>4</td>
<td>5</td>
<td>6, 7, 8, 9, 10</td>
</tr>
<tr>
<td>Iris</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Breast</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Seeds</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2, 3, 4</td>
<td>2</td>
<td>2, 3, 4</td>
</tr>
</tbody>
</table>

Table 8
Percentages of RCA, OB, and C-FS that obtain the correct cluster number c using 60 different parameter selections.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>RCA</th>
<th>OB</th>
<th>C-FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ex. 1</td>
<td>96.67%</td>
<td>81.67%</td>
<td>100%</td>
</tr>
<tr>
<td>Ex. 2</td>
<td>16.67%</td>
<td>73.33%</td>
<td>100%</td>
</tr>
<tr>
<td>Ex. 3</td>
<td>1.67%</td>
<td>0%</td>
<td>35%</td>
</tr>
<tr>
<td>Ex. 4</td>
<td>15%</td>
<td>25%</td>
<td>40%</td>
</tr>
<tr>
<td>Iris</td>
<td>41.67%</td>
<td>13.33%</td>
<td>0%</td>
</tr>
<tr>
<td>Breast</td>
<td>1.67%</td>
<td>16.67%</td>
<td>50%</td>
</tr>
<tr>
<td>Seeds</td>
<td>68.33%</td>
<td>0%</td>
<td>65%</td>
</tr>
</tbody>
</table>

Example 9 (Seeds data set). Seeds data set consists of 210 instances and 7 attributes, divided into three clusters [35]. RL-FCM and R-EM obtain correct cluster number with AR = 0.8952 and 0.8857, respectively. Using proper parameter selections, RCA and C-FS gives three clusters with average AR = 0.9034 and 0.7593, respectively, while OB detects this dataset as two clusters. Using FCM with c = 3 gives AR = 0.8952.

We next make more comparisons of the proposed RL-FCM with R-EM, RCA, OB, and C-FS. We implement RL-FCM, R-EM, RCA, OB, and C-FS on the data sets of Examples 1–4 and 7–9 using different parameter selections that are required by RCA, OB, and C-FS. We summarize these obtained numbers of clusters from the algorithms as shown in Table 7. Because RCA, OB, and C-FS need some parameter selections, they obtain several possible numbers of clusters that depend on parameter selections. However, for RL-FCM and R-EM, because they are algorithms with no initialization and no parameter selection, they obtain only one number of clusters. Note that, for RCA, required parameter selections are time constant, discarding threshold, and an initial value. For OB, we need to assign initial focal points, an increasing value, and also initial cluster centers. While for C-FS, the selection for cutoff distance and a decision window are required. Furthermore, we run RCA, OB, and C-FS by using 60 different parameter selections on the data sets of Examples 1–4 and 7–9. We then calculate the percentages that obtain the correct number of clusters under these 60 different parameter selections by RCA, OB, and C-FS. These percentages with the correct number of clusters are shown in Table 8. From Tables 7 and 8, we find that the proposed RL-FCM obtain the correct number of clusters that always presents better results than R-EM, RCA, OB, and C-FS.

Furthermore, we make comparisons of average AR when the true number c of clusters is assigned for RL-FCM, FCM, RCA, OB, C-FS, and R-EM. Besides AR, we also consider the Rand Index (RI). In 1971, Rand [36] proposed objective criteria for the evaluation of clustering methods, known as RI. Up to now, RI had popularly used for measuring similarity between two clustering partitions. Let C be the set of original clusters in a data set and C' be the set of clusters obtained by the clustering algorithm. For a pair of points (x_i, x_j), a is the number of pairs if both points belong to the same cluster in C and C', b is the number of pairs if both points belong to the same cluster in C and C', c is the number of pairs if both points belong to two different clusters in C and the same cluster in C', and d is the number of pairs if both points belong to the two different clusters in C and C'. The RI is defined by RI = (a + d)/(a + b + c + d), and so the larger RI is, the better clustering performance is. These average AR and RI with the true number c of clusters assigned to RL-FCM, FCM, RCA, OB, C-FS, and R-EM are shown in Table 9. From Tables 8 and 9, we find that the proposed RL-FCM always presents better accuracy than these existing clustering algorithms.

In next example, we compare the capability of finding the number of clusters from RL-FCM, R-EM, and validity indexes for real data sets that have higher number of clusters. These are libra, soybean (large) and letter from UCI Machine Learning Repository [35].

Example 10. For a concern about the capability of finding the number of clusters using RL-FCM for real data with more number of clusters, in this example, we use three real data sets, libra, soybean (large), and letter [35]. Note that, for soybean, since the data set has missing values, we discard the points with missing values. The original n and true c are 307 and 19, respectively. But, after discarding these points with missing values, it has 266 data points with 15 clusters. The data number n, feature component d and true cluster number c are described in Table 10. These finding results for the numbers of clusters from RL-FCM, R-EM and validity indexes are also shown in Table 10. We see that it is difficult to find the exactly true number of clusters by these methods. However, the RL-FCM algorithm can find the numbers of clusters that are always the most closed to the true numbers of clusters.

We also consider real datasets of USPS handwriting [37], Olivetti face [30], and ovarian cancer [38] that have higher attribute dimensions.

Example 11. In this example, we consider three real datasets with high attribute dimensions. These are USPS handwriting (150 × 256) [37], Olivetti face (100 × 1024) [30], and ovarian can-
We implement RL-FCM, R-EM, PC, PE, MPC, MPE, FHV and XB for the three datasets. These obtained number of clusters by RL-FCM, R-EM, PC, PE, MPC, MPE, FHV and XB are shown in Table 11. We find that it becomes more difficult to get the correct number of clusters. The R-EM cannot get the correct number of clusters. For ovarian cancer, all validity indices get the correct number of clusters, but these validity indices cannot get the correct number of clusters for USPS handwriting and Olivetti face. The RL-FCM cannot get the correct number of clusters, but the obtained numbers of clusters from RL-FCM are very closed to the true number of clusters for the three datasets.

Beside synthetic and real datasets, some images are given for our following experiments.

Example 12 (MRI image). In this example, we consider the Ophthalmology MRI image taken from Yang et al. [39]. This MRI image is from a 2-year-old patient. She was diagnosed with Retinoblastoma in her left eye, an inborn malignant neoplasm of the retina with frequent metastasis beyond the lacrimal cribrosa. The CT scan image showed a large tumor with calcification occupying the vitreous cavity of her left eye. The first MR image was acquired with its grayscale image $400 \times 286 = 114,400$ pixels. This MR image showed that an intra-muscle cone tumor mass with high T1-weight image signals and low T2-weight image signals noted in the left eyeball. The tumor was measured 20 mm in diameter and occupied nearly the whole vitreous cavity. Since a shady signal abnormality along the optic nerve to the level of the optic chiasma toward the brain is suspected, the second MR image of the brain MRI image $283 \times 292 = 82,636$ pixels with its window selection image was acquired and analyzed, as shown in Fig. 14. From the picture, one lesion was clearly seen by MR image. However, some vague shadows of lesions were suspected with tumor invasion. These suspected abnormalities are not easily detectable. For the purpose of detecting these abnormal tissues, a window of the area around chiasma is selected from the brain MR image as shown in Fig. 15(a). According to [39], Ophthalmologist recommended this MRI to be categorized into three groups: connective tissue, nervous tissue, and tumor tissue. Using the RL-FCM algorithm, we also get three clusters with $c^* = 3$ in 44 iterations, as shown in Fig. 15(b). We can see occult lesions clearly enhanced with the proposed RL-FCM algorithm (marked by circle).

Example 13 (Lena image). In this example, we use Lenna image with $256 \times 256$ pixels from Matlab database, as shown in Fig. 16(a). Using the RL-FCM algorithm, we get seven clusters with $c^* = 7$ in 117 iterations, as shown in Fig. 16(c). We can see the RL-FCM algorithm gives clear segmentation results. From the histogram, as shown in Fig. 16(b), it can be seen that the number of peaks is more than six. We also use cluster validity indices of PC, PE, MPC, MPE, FHV and XB to find the best number of clusters. The charts of PC, PE, MPC, MPE, FHV, and XB validity indexes are shown in Fig. 17, where the best numbers of clusters $c^*$ of PC, PE, MPC, MPE, FHV and XB are 2, 2, 98, 100, 4, and 5, respectively.

Example 14 (Peppers image). In this example, we use peppers image with $384 \times 512$ pixels from Matlab database, as shown in Fig. 18(a). Using the RL-FCM algorithm, we get six clusters with $c^* = 6$ in 132 iterations, as shown in Fig. 18(c). The results of cluster validity indices PC, PE, MPC, MPE, FHV and XB are 2, 2, 100, 100, 17, and 15, respectively. We can see the RL-FCM algorithm gives clear segmentation results. From the histogram, as shown in Fig. 18(b), it can be seen that the number of peaks is around five to six.
Fig. 16. (a) Original Lena image; (b) Histogram of (a); (c) Clustering using RL-FCM.

Fig. 17. Plot of validity indexes for Fig. 16(a): (a) PC; (b) PE; (c) MPC; (d) MPE; (e) FHV; (f) XB.

Fig. 18. (a) Original peppers image; (b) Histogram of (a); (c) Clustering using RL-FCM.
Finally, we would like to demonstrate that, although the algorithm uses the number of data points as the number of clusters (i.e., \( c = n \)) in the beginning iteration, the iteration time will decrease rapidly after several iterations. This situation occurs because the clusters with \( \alpha_k \leq 1/n \) will be discarded during iterations, so that the number of clusters \( c \) decreases rapidly. To demonstrate this phenomenon, we show the running time in seconds per iteration for the data sets of Example 1 (Gaussian mixture model with \( c = 3 \), Example 7 (Iris dataset), and Example 14 (Peppers image) as shown in Fig. 19(a)–(c), respectively. As we can see, the running time decreases rapidly after the 10th iteration.

4. Conclusions

In this paper we proposed a new schema with a learning framework for fuzzy clustering algorithms, especially for the fuzzy c-means (FCM) algorithm. We adopted the merit of entropy-type penalty terms for adjusting the bias and also free of the fuzziness index in the FCM. We then created a robust-learning FCM (RL-FCM) clustering algorithm. The proposed RL-FCM uses the number of data points as initial number of clusters for solving initialization problem. It then discards these clusters that have the mixing proportion values less than one over the number of data points, such that the best cluster number can be automatically found according to the structure of data. The advantages of RL-FCM are free of initializations and parameters that also robust to different cluster volumes and shapes, noisy points and outliers with automatically finding the best number of clusters. The computational complexity of RL-FCM was also analyzed. The main difference for computational time between RL-FCM and FCM is the beginning iteration for assigning the number of data points as initial number of clusters. However, in general, the iteration time for RL-FCM will decrease rapidly after several iterations. On the other hand, for very large data sets, we may consider by using a grid base to divide dimensions of feature space into grids and then only choosing one data point in each grid as the initial cluster center so that we can reduce the computational time for RL-FCM.

Several numerical data and real data sets with MRI and image segmentation are used to show these good aspects of RL-FCM. Experimental results and comparisons actually demonstrated the effectiveness and superiority of the proposed RL-FCM algorithm. Except these experiments in the paper, the RL-FCM algorithm could be applied to text mining, face recognition, marketing segmentation and gene expression. As a whole, the proposed RL-FCM is actually an effective and useful robust learning-based clustering algorithm. Although the RL-FCM algorithm actually improves the performance of fuzzy clustering algorithms, especially capable of obtaining the number of clusters, it still has limitations in handling high-dimensional data sets. We think that, for high-dimensional data, a suitable schema with feature selection should be considered. For our future work, we will consider data with high dimensions by building a new feature selection procedure in the RL-FCM algorithm.
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