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\section{1. Introduction}

The concept of type-2 fuzzy sets was first proposed by Zadeh \cite{1}. More studies on type-2 fuzzy sets were then sequentially explored by Mizumoto and Tanaka \cite{3,4}, Nieminen \cite{5} and Yager \cite{6}. However, type-2 fuzzy sets had been ignored for a while because they were relatively hard to understand and clarify compared with fuzzy sets. Recently, they have attracted more and more attention from researchers and been analyzed and discussed in advance. Type-2 fuzzy sets have been widely applied to areas such as decision theory \cite{6}, signal processing \cite{7}, speech recognition \cite{8}, transport scheduling \cite{9}, pattern recognition \cite{10}, correlation coefficient \cite{11}, forecasting of time series \cite{12}, fuzzy equation systems \cite{13}, and so forth.

Type-2 fuzzy sets can improve certain kinds of inference better than do fuzzy sets with increasing imprecision, uncertainty and fuzziness in information. A type-2 fuzzy set is an extension to a fuzzy set in which its membership function falls into a fuzzy set in the interval \([0, 1]\). More algebraic operations on type-2 fuzzy sets had been conducted by Dubois and Prade \cite{14,15}, Mizumoto and Tanaka \cite{3,4}, Karnik and Mendel \cite{16}, and Tahayori et al. \cite{17}. Furthermore, Mendel and John \cite{18} proposed a new representation theorem that can use and explain the union, intersection and complement operations for type-2 fuzzy sets with enhanced easiness without the necessity of using the complicated extension principle.

As an important tool for determining the similarity between two objects, Zadeh \cite{19} initiated fuzzy similarity measure, and later on, various similarity measures for fuzzy sets have been sequentially proposed. Pappis and Karacapilidis \cite{20} proposed three similarity measures based on union and intersection operations, the maximum difference, and the difference and sum of membership grades. Liu \cite{21} provided the axiom definition and properties of similarity measures between fuzzy sets. Turksen and Zhong \cite{22} applied similarity measures between fuzzy sets for an approximate analogue reasoning.
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Buckley and Hayashi [23] used a similarity measure between fuzzy sets to determine whether a rule should be made for rule matching in fuzzy control and neural networks. In a multidimensional database query, Candan et al. [24] applied similarity measures to develop query processing with different fuzzy semantics.

When Zadeh [2] introduced fuzzy sets, he also defined the inclusion for fuzzy sets. Afterwards, the inclusion measure for fuzzy sets as to define the degree to which a fuzzy set is included in another fuzzy set had been studied in the literature. Sinha and Dogherty [25] analyzed inclusion measures for general fuzzy sets based on particular axiom definitions. Chatzis and Pitas [26] proposed a new fuzzy inclusion indicator for morphological operations. Kehagias and Konstantinidou [27] introduced L-fuzzy valued inclusion measures and then explored the relationships between inclusion measures and fuzzy distance among general fuzzy sets. Cornelis et al. [28] revisited the Sinha and Dogherty approach by exposing it in a clearer way. Zeng and Li [29] investigated the relationships among inclusion measures, similarity measures, and the fuzziness of fuzzy sets.

Little effort has been made as to the similarity and inclusion measures for type-2 fuzzy sets. Hence, new similarity and inclusion measures between type-2 fuzzy sets are proposed in this paper. For practical reasons, we would explain similarity measures between Gaussian type-2 fuzzy sets by examples. We then combine the proposed similarity measures with Yang and Shih’s [30] algorithm for clustering type-2 fuzzy data. The clustering results are logically expressed in a hierarchical tree structure. The remainder of this paper is organized as follows. In Section 2, definitions and properties concerned with the similarity and inclusion measures between fuzzy sets will be first reviewed. A brief review for type-2 fuzzy sets is then given. In Section 3, new definitions and relevant properties with respect to inclusion and similarity measures between type-2 fuzzy sets will be proposed and discussed. Some examples and comparisons will be presented in Section 4. The combined clustering method with Yang and Shih’s [30] algorithm as a hierarchical clustering for type-2 fuzzy data is also considered. Finally, conclusions will be stated in Section 5.

2. Preliminaries

In this section, we first discuss and review similarity and inclusion measures between fuzzy sets. We then give some definitions and notations for convenience of explaining general concepts concerned with type-2 fuzzy sets.

2.1. Similarity and inclusion measures between fuzzy sets

Zadeh [2] initiated fuzzy sets which describe everything as a matter of degree and can be used to capture the uncertainty in imprecision and vagueness in a mathematical way. On the other hand, a similarity between fuzzy sets is an important way to measure the degree of similarity between two fuzzy concepts. Zwick et al. [31] reviewed and compared 19 similarity measures between fuzzy sets based on both geometric and set-theoretic ways. Pappis and Karacapilidis [20] introduced three similarity measures between fuzzy sets. After that, some researchers (see [22,32,33]) gave more similarity measures of fuzzy sets.

Throughout this paper, the following notations are used. \(X\) is the universe of discourse; \(F_1(X)\) is the class of all fuzzy sets of \(X\); \(\mu_A: X \rightarrow [0, 1]\) is the membership function of \(A\) in \(F_1(X)\); Consider two fuzzy sets \(A\) and \(B\) in \(F_1(X)\), we call \(S(A, B)\) the similarity measure between \(A\) and \(B\), if the mapping \(S : F_1(X) \times F_1(X) \rightarrow [0, 1]\) satisfies the following axioms (see Liu [21]):

\(S1\) \(S(A, B) = S(B, A)\), \(\forall A, B \in F_1(X)\);
\(S2\) \(S(D, D^c) = 0\), \(\forall D \in \mathcal{P}(X)\) (the power set of \(X\));
\(S3\) \(S(E, E) = \max_{A,B \in F_1(X)} S(A, B), \forall E \in F_1(X)\);
\(S4\) \(\forall A, B, C \in F_1(X), \text{if } A \subseteq B \subseteq C, \text{then } S(A, B) \geq S(A, C) \text{ and } S(B, C) \geq S(A, C)\).

Pappis and Karacapilidis [20] proposed the following three similarity measures for the finite set \(X = \{x_1, x_2, x_3, \ldots, x_n\}\):

\[
S_1(A, B) = \frac{\sum_{x \in X} \min(\mu_A(x), \mu_B(x))}{\sum_{x \in X} \max(\mu_A(x), \mu_B(x))} \tag{1}
\]

\[
S_2(A, B) = 1 - \max_{x \in X} |\mu_A(x) - \mu_B(x)| \tag{2}
\]

\[
S_3(A, B) = 1 - \frac{\sum_{x \in X} |\mu_A(x) - \mu_B(x)|}{\sum_{x \in X} (\mu_A(x) + \mu_B(x))}. \tag{3}
\]

Based on the three similarity measures of \(1\)–\(3\), the authors [21,22,32], had given more similarities between fuzzy sets. In the next section, we will propose a new similarity measure between type-2 fuzzy sets and then apply it for clustering type-2 fuzzy data.

Consider two fuzzy sets \(A\) and \(B\) in \(F_1(X)\). Zadeh [2] gave a definition of fuzzy set inclusion with: \(A \subseteq B \iff \mu_A(x) \leq \mu_B(x), \forall x \in X\). Sinha and Dogherty [25] considered an indicator \(I(A, B)\) for inclusion measure between two fuzzy sets \(A\) and \(B\) and then gave several axioms that \(I(A, B)\) needs to satisfy (also see [27–29,34]). Here, we adopt a simple definition of
the inclusion measure from Zeng and Li [29] as follows. \( I(A, B) \) is called an inclusion measure of fuzzy sets \( A \) and \( B \) in \( F_1(X) \), if the mapping \( I : F_1(X) \times F_1(X) \to [0, 1] \) satisfies the following axioms:

1. \( I(A, \phi) = 0 \);
2. \( I(A, B) = 1 \iff A \subseteq B \);
3. For any \( A, B, C \in F_1(X) \), if \( A \subseteq B \subseteq C \), then \( I(C, A) \leq I(B, A), I(C, A) \leq I(C, B) \).

The following inclusion measures for the finite set \( X = \{x_1, x_2, x_3, \ldots, x_n\} \) were proposed by Shinha and Dougherty [25], Bloch and Maitre [35] and Werman and Peleg [36].

\[
I_1(A, B) = \frac{\sum_{x \in X} \min\{\mu_A(x), \mu_B(x)\}}{\sum_{x \in X} \mu_A(x)} \tag{4}
\]

\[
I_2(A, B) = \inf_x \max\{\mu_B(x), 1 - \mu_A(x)\} \tag{5}
\]

\[
I_3(A, B) = \inf_x \min\{1, \lambda(\mu_A(x)) + \lambda(1 - \mu_B(x))\} \tag{6}
\]

\[
I_4(A, B) = \int_0^1 \inf_{x \in A^u} \mu_B(x) \, d\alpha. \tag{7}
\]

After that, more researches about inclusion measures of fuzzy sets had been investigated (see [29,34]).

2.2. Type-2 fuzzy sets

In this part, we give the relative definitions and notations of type-2 fuzzy sets with its properties based on Mendel and John [18] where they presented a new representation of type-2 fuzzy sets to help us specify the type-2 fuzzy sets into a simple way.

**Definition 1** (Mendel and John [18]). A type-2 fuzzy set, denoted \( \tilde{A} \), is characterized by a type-2 membership function \( \mu_{\tilde{A}}(x, u) \), where \( x \in X \) and \( u \in J_x \subseteq [0, 1] \), i.e.,

\[
\tilde{A} = \{(x, u), \mu_{\tilde{A}}(x, u))|\forall x \in X, \forall u \in J_x \subseteq [0, 1]\} \tag{8}
\]

in which \( 0 \leq \mu_{\tilde{A}}(x, u) \leq 1 \). \( \tilde{A} \) can be also expressed as

\[
\tilde{A} = \int_{x \in X} \int_{u \in J_x} \mu_{\tilde{A}}(x, u) \, /x, \, J_x \subseteq [0, 1] \tag{9}
\]

where \( \int \int \) denotes union over all admissible \( x \) and \( u \). For discrete universe of discourse \( f \) is replaced by \( \Sigma \).

**Definition 2** (Mendel and John [18]). At each value of \( x \), say \( x = x' \), the 2-D plane whose axes are \( u \) and \( \mu_{\tilde{A}}(x', u) \) is called a vertical slice of \( \mu_{\tilde{A}}(x, u) \). A secondary membership function is a vertical slice of \( \mu_{\tilde{A}}(x, u) \). It is \( \mu_{\tilde{A}}(x = x', u) \) for \( x \in X \) and \( \forall u \in J_{x'} \subseteq [0, 1] \), i.e.,

\[
\mu_{\tilde{A}}(x = x', u) \equiv \mu_{\tilde{A}}(x') = \int_{u \in J_{x'}} f_{x'}(u) / u, \, J_{x'} \subseteq [0, 1] \tag{10}
\]

in which \( 0 \leq f_{x'}(u) \leq 1 \). \( \tilde{A} \) can be also re-expressed as

\[
\tilde{A} = \{(x, \mu_{\tilde{A}}(x))|\forall x \in X\} \tag{11}
\]

or, as

\[
\tilde{A} = \int_{x \in X} \mu_{\tilde{A}}(x) / x = \int_{x \in X} \left[ \int_{u \in J_x} f_x(u) / u \right] / x, \, J_x \subseteq [0, 1]. \tag{12}
\]

**Definition 3** (Mendel and John [18]). The domain of a secondary membership function is called the primary membership of \( x \). In (12), \( J_x \) is the primary membership of \( x \) where \( J_x \subseteq [0, 1] \forall x \in X \).

**Definition 4** (Mendel and John [18]). Uncertainty in the primary memberships of a type-2 fuzzy set, \( \tilde{A} \), consists of a bounded region that we call the footprint of uncertainty (FOU). It is the union of all primary memberships, i.e.,

\[
\text{FOU}(\tilde{A}) = \bigcup_{x \in X} J_x.
\]
3. Proposed similarity and inclusion measures between type-2 fuzzy sets

In this section, we will propose new similarity and inclusion measures between type-2 fuzzy sets, and then discuss the relevant properties between them. The following notations are used: \(X\) is the universe of discourse; \(F_2(X)\) is the class of all type-2 fuzzy sets in \(X\); \(\mu_{\tilde{A}}(x, u)\) and \(\bar{g}_s(u)\) are the membership functions of \(\tilde{A}\) in \(F_2(X)\), \(\forall x \in X, u \in J_x \subseteq [0, 1]\); For any \(x \in X, f_s(u)\) is defined as \(\mu_{\tilde{A}}(x, u)\), \(\forall u \in J_x \subseteq [0, 1]\).

For type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\), the secondary membership functions \(f_s(u) = \mu_{\tilde{A}}(x, u)\) and \(\bar{g}_s(u) = \mu_{\tilde{B}}(x, u)\) and the footprints of uncertainty \(FOU(\tilde{A})\) and \(FOU(\tilde{B})\) are two key representations. We know that if \(\tilde{A} \subseteq \tilde{B}\), then \(FOU(\tilde{A}) \subseteq FOU(\tilde{B})\) should be true, but its inverse is not always true. Moreover, if \(0 \leq f_s(u) \leq g_s(u) \leq 1\), then \(FOU(\tilde{A}) \subseteq FOU(\tilde{B})\). We mention that for any \(\tilde{A}, \tilde{B} \in F_2(X)\), Mizumoto and Tanaka [3] defined \(A \subseteq B\) to be \(\mu_{\tilde{A}}(x) \leq \mu_{\tilde{B}}(x)\), \(\forall x \in X\) along with the definition of Zadeh [2]. In this sense, we can give an inclusion definition for type-2 fuzzy sets as follows.

Definition 5. For any \(\tilde{A}, \tilde{B} \in F_2(X), A \subseteq \tilde{B}\) is defined as \(0 \leq f_s(u) \leq g_s(u) \leq 1\), \(\forall x \in X, u \in J_x \subseteq [0, 1]\).

Thus, by similarly following the definition of an inclusion measure \(I\) for fuzzy sets described in Section 2.1, we can give the definition of an inclusion measure for type-2 fuzzy sets as follows.

Definition 6. A real function \(M : F_2(X) \times F_2(X) \rightarrow [0, 1]\) is called an inclusion measure, if \(M\) satisfies the following axioms:

1. \(A \subseteq \tilde{B} \implies M(\tilde{A}, \tilde{B}) = 1\).
2. \(A \subseteq \tilde{B} \iff M(\tilde{A}, \tilde{B}) = 1\).
3. For any \(A, B, C \in F_2(X),\) if \(A \subseteq B \subseteq C\), then \(M(C, \tilde{A}) \leq M(\tilde{B}, \tilde{A}), M(\tilde{C}, \tilde{A}) \leq M(\tilde{C}, \tilde{B})\).

Similarly, we give a similarity definition for type-2 fuzzy sets as follows.

Definition 7. A real function \(N : F_2(X) \times F_2(X) \rightarrow [0, 1]\) is called a similarity measure, if \(N\) satisfies the following axioms:

1. \(N(\tilde{A}, \tilde{B}) = N(\tilde{B}, \tilde{A}), \forall \tilde{A}, \tilde{B} \in F_2(X)\).
2. \(N(\emptyset, \emptyset) = 0, \forall \emptyset \in \mathcal{P}(X)\) (the power set of \(X\));
3. \(N(\tilde{A}, \tilde{B}) = \max_{\tilde{A}, \tilde{B} \in F_2(X)} N(\tilde{A}, \tilde{B}), \forall \tilde{A}, \tilde{B} \in F_2(X)\).
4. For any \(\tilde{A}, \tilde{B}, \tilde{C} \in F_2(X),\) if \(\tilde{A} \subseteq \tilde{B} \subseteq \tilde{C}\), then \(N(\tilde{B}, \tilde{A}) = N(\tilde{A}, \tilde{C})\) and \(N(\tilde{B}, \tilde{C}) \geq N(\tilde{A}, \tilde{A})\).

To compute the inclusion degree between type-2 fuzzy sets, we may follow a similar formula as the inclusion measure \(I(\tilde{A}, \tilde{B})\) of Eq. (4) defined in Section 2.1. For type-2 fuzzy sets, we need to consider the FOU of the primary membership function and also the secondary membership function. Based on this consideration, we propose a new inclusion measure between type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\) as follows:

\[
I(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in J_x} \min\{u \cdot f_s(u), u \cdot g_s(u)\} du}{\int_{u \in J_x} u \cdot f_s(u) du} dx
\]

where the notation \(I\) in Eq. (13) is an integral. For discrete universes of discourse, \(\int\) is replaced by the summation \(\Sigma\).

We next propose a new similarity measure between type-2 fuzzy sets, and discuss the relevant properties between them. By considering both of the FOU of the primary membership function and the secondary membership function into the existing similarity \(S(\tilde{A}, \tilde{B})\) of Eq. (1) described in Section 2.1, we propose a similarity measure between type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\) as:

\[
S(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in J_x} \min\{u \cdot f_s(u), u \cdot g_s(u)\} du}{\int_{u \in J_x} \max\{u \cdot f_s(u), u \cdot g_s(u)\} du} dx
\]

where the notation \(I\) in Eq. (14) is an integral. For discrete universes of discourse, \(\int\) is replaced by the summation \(\Sigma\).

Property 1. \(I(\cdot, \cdot)\) is an inclusion measure on \(F_2(X)\).

Proof. (11’) \(I(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in J_x} \min\{u \cdot f_s(u), u \cdot g_s(u)\} du}{\int_{u \in J_x} u \cdot f_s(u) du} dx = \frac{1}{\int_{x \in X} dx} \int_{x \in X} dx = 1\).

(12’)

\[
\tilde{A} \subseteq \tilde{B} \Rightarrow 0 \leq f_s(u) \leq g_s(u) \leq 1, \forall x \in X, u \in J_x \subseteq [0, 1]
\]

\[
I(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in J_x} \min\{u \cdot f_s(u), u \cdot g_s(u)\} du}{\int_{u \in J_x} u \cdot f_s(u) du} dx
\]

\[
= \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in J_x} u \cdot f_s(u) du}{\int_{u \in J_x} u \cdot f_s(u) du} dx = 1.
\]
On the other hand, if \( \tilde{A} \not\subseteq \tilde{B} \), but \( \tilde{A} \cap \tilde{B} \neq \Phi \) then for any \( x \in X \), there exist \( U_1 \) and \( U_2 \) with \( U_1 \neq \Phi \) and \( U_1 \cup U_2 = J_x \) such that \( 0 \leq g_x(u_1) < f_x(u_1) \leq 1 \), \( \forall U_1 \in U_1 \) and \( 0 \leq f_x(u_2) < g_x(u_2) \leq 1 \), \( \forall U_2 \in U_2 \). Then

\[
I(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} \min(u \cdot f_x(u_1), u \cdot g_x(u_1)) du}{\int_{u \in U_1} [u \cdot f_x(u)] du} + \frac{\int_{u \in U_2} \min(u \cdot f_x(u_2), u \cdot g_x(u_2)) du}{\int_{u \in U_2} [u \cdot f_x(u)] du} \right] < 1.
\]

However, \( 0 < I(\tilde{A}, \tilde{B}) \leq 1 \) for \( \tilde{A} \cap \tilde{B} \neq \Phi \). Thus, \( I(\tilde{A}, \tilde{B}) = 1 \Rightarrow \tilde{A} \subseteq \tilde{B} \).

We have that

\[
I(\tilde{C}, \tilde{A}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} \min(u \cdot h_x(u), u \cdot f_x(u)) du}{\int_{u \in U_1} [u \cdot h_x(u)] du} \right] dx
\]

\[
= \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} [u \cdot f_x(u)] du}{\int_{u \in U_1} [u \cdot h_x(u)] du} \right] dx
\]

\[
\leq \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} [u \cdot f_x(u)] du}{\int_{u \in U_1} [u \cdot g_x(u)] du} \right] dx
\]

\[
= \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} \min(u \cdot g_x(u), u \cdot f_x(u)) du}{\int_{u \in U_1} [u \cdot g_x(u)] du} \right] dx
\]

\[
= I(\tilde{B}, \tilde{A}).
\]

Similarly, we have that \( I(\tilde{C}, \tilde{A}) \leq I(\tilde{C}, \tilde{B}) \). \( \Box \)

**Property 2.**

(1) \( \tilde{B} \subseteq \tilde{C} \Rightarrow I(\tilde{A}, \tilde{B}) \leq I(\tilde{A}, \tilde{C}), \forall \tilde{A}, \tilde{B}, \tilde{C} \in \mathcal{F}_2(X) \).

(2) \( \tilde{B} \subseteq \tilde{C} \Rightarrow I(\tilde{C}, \tilde{A}) \leq I(\tilde{B}, \tilde{A}), \forall \tilde{A}, \tilde{B}, \tilde{C} \in \mathcal{F}_2(X) \).

**Proof.**

(1) (i) \( \tilde{A} \subseteq \tilde{B} \subseteq \tilde{C} \Rightarrow I(\tilde{A}, \tilde{B}) = 1 \) and \( I(\tilde{A}, \tilde{C}) = 1 \Rightarrow I(\tilde{A}, \tilde{B}) \leq I(\tilde{A}, \tilde{C}) \).

(ii) \( \tilde{B} \subseteq \tilde{A} \subseteq \tilde{C} \Rightarrow 0 \leq I(\tilde{A}, \tilde{B}) \leq 1 \) and \( I(\tilde{A}, \tilde{C}) = 1 \Rightarrow I(\tilde{A}, \tilde{B}) \leq I(\tilde{A}, \tilde{C}) \).

(iii) \( \tilde{B} \subseteq \tilde{C} \subseteq \tilde{A} \Rightarrow 0 \leq g_x(u) \leq h_x(u) \leq f_x(u) \leq 1, \forall x \in X, u \in J_x \subseteq [0, 1] \Rightarrow \min\{u \cdot f_x(u), u \cdot g_x(u)\} \leq \min\{u \cdot f_x(u), u \cdot h_x(u)\} \}.

\[
I(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} \min(u \cdot f_x(u), u \cdot g_x(u)) du}{\int_{u \in U_1} [u \cdot f_x(u)] du} \right] dx
\]

\[
\leq \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} [u \cdot f_x(u)] du}{\int_{u \in U_1} [u \cdot h_x(u)] du} \right] dx
\]

\[
= I(\tilde{A}, \tilde{C}).
\]

(2) (i) \( \tilde{C} \subseteq \tilde{B} \subseteq \tilde{A} \Rightarrow u \cdot f_x(u) \leq \frac{u \cdot f_x(u)}{u \cdot h_x(u)} \).

\[
l(\tilde{C}, \tilde{A}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} \min(u \cdot h_x(u), u \cdot f_x(u)) du}{\int_{u \in U_1} [u \cdot h_x(u)] du} \right] dx
\]

\[
\leq \frac{1}{\int_{x \in X} dx} \int_{x \in X} \left[ \frac{\int_{u \in U_1} [u \cdot h_x(u)] du}{\int_{u \in U_1} [u \cdot g_x(u)] du} \right] dx
\]

\[
= I(\tilde{B}, \tilde{A}).
\]

(ii) \( \tilde{B} \subseteq \tilde{A} \subseteq \tilde{C} \Rightarrow 0 \leq I(\tilde{C}, \tilde{A}) \leq 1 \) and \( I(\tilde{B}, \tilde{A}) = 1 \Rightarrow I(\tilde{C}, \tilde{A}) \leq I(\tilde{B}, \tilde{A}) \).

(iii) \( \tilde{C} \subseteq \tilde{B} \subseteq \tilde{A} \Rightarrow 0 \leq I(\tilde{C}, \tilde{A}) = 1 \) and \( I(\tilde{B}, \tilde{A}) = 1 \Rightarrow I(\tilde{C}, \tilde{A}) \leq I(\tilde{B}, \tilde{A}) \). \( \Box \)

If we define the union (\( \cup \)) for any type-2 fuzzy sets \( \tilde{A} \) and \( \tilde{B} \) on \( \mathcal{F}_2(X) \) with the maximum operation, and define the intersection (\( \cap \)) with the minimum operation, we will have the following results.

**Property 3.** For any type-2 fuzzy sets \( \tilde{A}, \tilde{B}, \tilde{C} \) on \( \mathcal{F}_2(X) \), we have

(1) \( I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min\{I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})\} \).

(2) \( I(\tilde{A} \cap \tilde{B}, \tilde{C}) = \max\{I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})\} \).

(3) \( I(\tilde{A}, \tilde{B} \cup \tilde{C}) = \max\{I(\tilde{A}, \tilde{B}), I(\tilde{A}, \tilde{C})\} \).

(4) \( I(\tilde{A}, \tilde{B} \cap \tilde{C}) = \min\{I(\tilde{A}, \tilde{B}), I(\tilde{A}, \tilde{C})\} \).
Proof. (1) We consider the following six cases:

(i) \( \tilde{A} \subseteq \tilde{B} \subseteq \tilde{C} \Rightarrow I(\tilde{A}, \tilde{C}) = 1, I(\tilde{B}, \tilde{C}) = 1, \tilde{A} \cup \tilde{B} = \tilde{B} \)

\[
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = I(\tilde{B}, \tilde{C}) = 1 \\
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min(I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})).
\]

(ii) \( \tilde{B} \subseteq \tilde{A} \subseteq \tilde{C} \Rightarrow I(\tilde{A}, \tilde{C}) = 1, I(\tilde{B}, \tilde{C}) = 1, \tilde{A} \cup \tilde{B} = \tilde{A} \)

\[
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = I(\tilde{A}, \tilde{C}) = 1 \\
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min(I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})).
\]

(iii) \( \tilde{A} \subseteq \tilde{C} \subseteq \tilde{B} \Rightarrow I(\tilde{A}, \tilde{C}) = 1, 0 \leq I(\tilde{B}, \tilde{C}) < 1, \tilde{A} \cup \tilde{B} = \tilde{B} \)

\[
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = I(\tilde{B}, \tilde{C}) \\
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min(I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})).
\]

(iv) \( \tilde{C} \subseteq \tilde{A} \subseteq \tilde{B} \Rightarrow 0 \leq I(\tilde{A}, \tilde{C}) < 1, 0 \leq I(\tilde{B}, \tilde{C}) < 1, \tilde{A} \cup \tilde{B} = \tilde{B} \)

\[
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = I(\tilde{B}, \tilde{C}) \\
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min(I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})).
\]

(v) \( \tilde{B} \subseteq \tilde{C} \subseteq \tilde{A} \Rightarrow I(\tilde{B}, \tilde{C}) = 1, 0 \leq I(\tilde{A}, \tilde{C}) < 1, \tilde{A} \cup \tilde{B} = \tilde{A} \)

\[
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = I(\tilde{A}, \tilde{C}) \\
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min(I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})).
\]

(vi) \( \tilde{C} \subseteq \tilde{B} \subseteq \tilde{A} \Rightarrow 0 \leq I(\tilde{A}, \tilde{C}) < 1, 0 \leq I(\tilde{B}, \tilde{C}) < 1, \tilde{A} \cup \tilde{B} = \tilde{A} \)

\[
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = I(\tilde{A}, \tilde{C}) \\
\Rightarrow I(\tilde{A} \cup \tilde{B}, \tilde{C}) = \min(I(\tilde{A}, \tilde{C}), I(\tilde{B}, \tilde{C})).
\]

Similarly, we obtain (2), (3) and (4). \(\square\)

**Property 4.** \(S(\cdot, \cdot)\) is a similarity measure on \(\mathcal{F}_2(X)\).

**Proof.** \((S1')\), \((S2')\), \((S3')\) are trivial.

\((S4')\): If \(\tilde{A} \subseteq \tilde{B}\), then

\[
S(\tilde{A}, \tilde{B}) = \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in D} \min(u \cdot f(x), u \cdot g(x)) du}{\int_{u \in D} \max(u \cdot f(x), u \cdot g(x)) du} dx \\
= \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in D} u \cdot f(x) du}{\int_{u \in D} u \cdot g(x) du} dx \\
\geq \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in D} u \cdot h(x) du}{\int_{u \in D} u \cdot h(x) du} dx \\
= \frac{1}{\int_{x \in X} dx} \int_{x \in X} \frac{\int_{u \in D} u \cdot f(x) du}{\int_{u \in D} u \cdot h(x) du} dx \\
= S(\tilde{A}, \tilde{C}).
\]

Similarly, \(S(\tilde{B}, \tilde{C}) \geq S(\tilde{A}, \tilde{C}).\) \(\square\)

In the following, we present the relationship between the similarity and inclusion measures of type-2 fuzzy sets based on the definitions of Eqs. (13) and (14).

**Property 5.** For any two type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\), let \(S(\tilde{A}, \tilde{B}) = \min\{I(\tilde{A}, \tilde{B}, I(\tilde{B}, \tilde{A}))\}\). If \(I\) is an inclusion measure of type-2 fuzzy sets \(A\) and \(B\), then \(S\) is the similarity measure of type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\).

**Proof.** \((S1')\) \(S(\tilde{A}, \tilde{B}) = \min\{I(\tilde{A}, \tilde{B}), I(\tilde{B}, \tilde{A})\} = \min\{I(\tilde{B}, \tilde{A}), I(\tilde{A}, \tilde{B})\} = S(\tilde{B}, \tilde{A})\).

\((S2')\) \(S(D, D') = \min\{I(\tilde{D}, \tilde{D}'), I(\tilde{D'}, \tilde{D})\} = 0\) if \(D\) is a crisp set.

\((S3')\) Since \(S(\tilde{E}, \tilde{E}) = 1\) and \(0 \leq I(\tilde{A}, \tilde{B}) \leq 1, 0 \leq I(\tilde{B}, \tilde{A}) \leq 1\),

\[
S(\tilde{E}, \tilde{E}) = \max_{\tilde{A}, \tilde{B} \in \mathcal{F}_2(X)} S(\tilde{A}, \tilde{B}), \forall \tilde{E} \in \mathcal{F}_2(X).
\]
\[ (S4') \text{ For all } \tilde{A}, \tilde{B}, \tilde{C} \in \mathcal{F}_2(X), \]
\[ \tilde{A} \subseteq \tilde{B} \subseteq \tilde{C} \Rightarrow I(\tilde{A}, \tilde{B}) = 1, I(\tilde{A}, \tilde{C}) = 1 \]
\[ \Rightarrow S(\tilde{A}, \tilde{C}) = \min \{I(\tilde{A}, \tilde{C}), I(\tilde{C}, \tilde{A})\} = I(\tilde{C}, \tilde{A}) \]
\[ \text{and} \quad S(\tilde{A}, \tilde{B}) = \min \{I(\tilde{A}, \tilde{B}), I(\tilde{B}, \tilde{A})\} = I(\tilde{B}, \tilde{A}). \]

Thus, \( I(\tilde{C}, \tilde{A}) \leq I(\tilde{B}, \tilde{A}) \Rightarrow S(\tilde{A}, \tilde{C}) \leq S(\tilde{A}, \tilde{B}). \)

Similarly, we have \( S(\tilde{A}, \tilde{C}) \leq S(\tilde{B}, \tilde{A}). \) \( \square \)

**Property 6.** For any two type-2 fuzzy sets \( \tilde{A} \) and \( \tilde{B} \), let \( I(\tilde{A}, \tilde{B}) = S(\tilde{A}, \tilde{A} \cap \tilde{B}) \). If \( S \) is a similarity measure of type-2 fuzzy sets \( \tilde{A} \) and \( \tilde{B} \), then \( I \) is an inclusion measure of type-2 fuzzy sets \( \tilde{A} \) and \( \tilde{B} \).

**Proof.** (1') \( I(\tilde{A}, \tilde{A}) = S(\tilde{A}, \tilde{A} \cap \tilde{A}) = S(\tilde{A}, \tilde{A}) = 1. \)

(2') \[ \tilde{A} \subseteq \tilde{B} \Rightarrow I(\tilde{A}, \tilde{B}) = S(\tilde{A}, \tilde{A} \cap \tilde{B}) = S(\tilde{A}, \tilde{A}) = 1. \]

By the similarity definition of Eq. (14), because \( S(\tilde{C}, \tilde{A}) \leq S(\tilde{B}, \tilde{A}) \), we have \( I(\tilde{C}, \tilde{A}) \leq I(\tilde{B}, \tilde{A}) \). Similarity, \( I(\tilde{C}, \tilde{B}) = S(\tilde{C}, \tilde{C} \cap \tilde{B}) = S(\tilde{C}, \tilde{B}) \). Because \( S(\tilde{C}, \tilde{A}) \leq S(\tilde{C}, \tilde{B}) \), we have \( I(\tilde{C}, \tilde{A}) \leq I(\tilde{C}, \tilde{B}) \). \( \square \)

### 4. Examples and comparisons

In this section, we present some examples to demonstrate the similarity and inclusion measures between type-2 fuzzy sets. For any two type-2 fuzzy sets \( \tilde{A} \) and \( \tilde{B} \), the similarity \( S(\tilde{A}, \tilde{B}) \) and inclusion degrees \( I(\tilde{A}, \tilde{B}) \) are calculated using the proposed Eqs. (13) and (14). We will finally combine the proposed similarity measure with Yang and Shih’s [30] algorithm as a clustering method for type-2 fuzzy data. In the final example, we use a data set to demonstrate clustering results and then compare these results with Hung and Yang’s [37] method.

**Example 1.** Assume that there are two patterns denoted with type-2 fuzzy sets in \( X = \{x_1, x_2, x_3\} \). The two patterns are denoted as follows:

\[ \tilde{A} = \{(x_i, \mu_\tilde{A}(x_i)) | x_i \in X = \{x_1, x_2, x_3\}\} \quad \text{and} \quad \tilde{B} = \{(x_i, \mu_\tilde{B}(x_i)) | x_i \in X = \{x_1, x_2, x_3\}\} \]

where

\[ \mu_{\tilde{A}}(x_1) = \{(0.1, 0.05), (0.3, 0.2), (0.5, 0.4), (0.9, 0.7)\}, \]
\[ \mu_{\tilde{A}}(x_2) = \{(0.2, 0.1), (0.4, 0.2), (0.6, 0.8), (0.8, 0.5)\}, \]
\[ \mu_{\tilde{A}}(x_3) = \{(0.2, 0.2), (0.3, 0.4), (0.6, 1.0), (0.8, 0.6)\}, \]
\[ \mu_{\tilde{B}}(x_1) = \{(0.1, 0.03), (0.3, 0.1), (0.5, 0.3), (0.9, 0.5)\}, \]
\[ \mu_{\tilde{B}}(x_2) = \{(0.2, 0.08), (0.4, 0.1), (0.6, 0.7), (0.8, 0.4)\}, \]
\[ \mu_{\tilde{B}}(x_3) = \{(0.2, 0.1), (0.3, 0.4), (0.6, 0.5), (0.8, 0.4)\}. \]

Assume that a datum \( \tilde{C} = \{(x_i, \mu_\tilde{C}(x_i)) | x_i \in X = \{x_1, x_2, x_3\}\} \) is given with:

\[ \mu_{\tilde{C}}(x_1) = \{(0.1, 0.1), (0.3, 0.1), (0.5, 0.3), (0.9, 0.6)\}, \]
\[ \mu_{\tilde{C}}(x_2) = \{(0.2, 0.2), (0.4, 0.2), (0.6, 0.5), (0.8, 0.3)\}, \]
\[ \mu_{\tilde{C}}(x_3) = \{(0.2, 0.1), (0.3, 0.3), (0.6, 0.4), (0.8, 0.5)\}. \]

Therefore, according to Eq. (14), the similarity degree between type-2 fuzzy sets \( \tilde{A} \) and \( \tilde{B} \) is given by:

\[ S(\tilde{A}, \tilde{B}) = \frac{1}{3} \times \left\{ \begin{array}{c}
\min(0.1 \times 0.05, 0.1 \times 0.03) + \min(0.3 \times 0.2, 0.3 \times 0.1) + \min(0.5 \times 0.4, 0.5 \times 0.3) + \min(0.9 \times 0.7, 0.9 \times 0.5) \\
\max(0.1 \times 0.5, 0.1 \times 0.03) + \max(0.3 \times 0.2, 0.3 \times 0.1) + \max(0.5 \times 0.4, 0.5 \times 0.3) + \max(0.9 \times 0.7, 0.9 \times 0.5) \\
\min(0.2 \times 0.1, 0.2 \times 0.08) + \min(0.4 \times 0.2, 0.4 \times 0.1) + \min(0.6 \times 0.8, 0.6 \times 0.7) + \min(0.8 \times 0.5, 0.8 \times 0.4) \\
\max(0.2 \times 0.1, 0.2 \times 0.08) + \max(0.4 \times 0.2, 0.4 \times 0.1) + \max(0.6 \times 0.8, 0.6 \times 0.7) + \max(0.8 \times 0.5, 0.8 \times 0.4) \\
\end{array} \right\} \]
Assume that three type-2 fuzzy sets with the secondary membership functions as follows:

\[
\begin{align*}
\tilde{A} &= \{(x, \mu_A(x))\} \quad \text{and} \quad \tilde{B} = \{(x, \mu_B(x))\},
\end{align*}
\]

where

\[
\begin{align*}
\mu_A(x) &= \{(0.2, 0.65), (0.4, 0.8), (0.5, 0.6), (0.6, 0.5), (0.8, 0.2)\}, \\
\mu_B(x) &= \{(0.2, 0.65), (0.4, 0.8), (0.5, 0.9), (0.6, 0.7), (0.8, 0.4)\}.
\end{align*}
\]

Assumed that a sample pattern \(\tilde{C} = \{(x, \mu_C(x))\}\) is given, where

\[
\begin{align*}
\mu_C(x) &= \{(0.2, 0.6), (0.4, 0.7), (0.5, 0.75), (0.6, 0.9), (0.8, 0.4)\}.
\end{align*}
\]

Similarly, we have that \(S(\tilde{A}, \tilde{C}) = 0.6831\) and \(S(\tilde{B}, \tilde{C}) = 0.8264\). Based on the above calculation results, it is seen that the datum \(C\) is closer to the pattern \(B\) than \(A\), according to the principle of the maximum degree of similarity. This result well matches the structure of the data set \(\tilde{A}, \tilde{B}, \tilde{C}\).

Furthermore, the inclusion degree between type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\), according to Eq. (13), is given by:

\[
I(\tilde{A}, \tilde{B}) = \frac{1}{2} \left\{ \begin{array}{ll}
\min\{0.1 \times 0.05, 0.1 \times 0.03\} + \min\{0.3 \times 0.2, 0.3 \times 0.1\} + \min\{0.5 \times 0.4, 0.5 \times 0.3\} + \min\{0.9 \times 0.7, 0.9 \times 0.5\} \\
0.1 \times 0.5 + 0.3 \times 0.2 + 0.5 \times 0.4 + 0.9 \times 0.7 \\
\min\{0.2 \times 0.1, 0.2 \times 0.08\} + \min\{0.4 \times 0.2, 0.4 \times 0.1\} + \min\{0.6 \times 0.8, 0.6 \times 0.7\} + \min\{0.8 \times 0.5, 0.8 \times 0.4\} \\
0.2 \times 0.1 + 0.4 \times 0.2 + 0.6 \times 0.8 + 0.8 \times 0.5 \\
\min\{0.2 \times 0.2, 0.2 \times 0.1\} + \min\{0.3 \times 0.4, 0.3 \times 0.4\} + \min\{0.6 \times 1.0, 0.6 \times 0.5\} + \min\{0.8 \times 0.6, 0.8 \times 0.4\} \\
0.2 \times 0.2 + 0.3 \times 0.4 + 0.6 \times 1.0 + 0.8 \times 0.6
\end{array} \right\} = 0.7108.
\]

Similarly, we have that \(I(\tilde{B}, \tilde{A}) = 0.6890, I(\tilde{C}, \tilde{A}) = 1, I(\tilde{B}, \tilde{C}) = 0.8711\) and \(I(\tilde{C}, \tilde{B}) = 0.8969\). Based on the above calculations, we find that \(S(\tilde{A}, \tilde{B}) = 0.7108 = \min\{0.7108, 1.0\} = \min\{I(\tilde{A}, \tilde{B}), I(\tilde{B}, \tilde{A})\}\). This result demonstrates Property 5.

Example 2. Assume that three type-2 fuzzy sets with the secondary membership functions as follows:

\[
f_i(u) = \begin{cases} a_i, & u \in [0,1], \text{ where } i = 1, 2, a_1 = 0.8, a_2 = 5. \\ 0, & \text{otherwise} \end{cases}
\]

\[
g_i(u) = \begin{cases} c_i, & u \in [0, b_i], \text{ where } i = 1, 2, b_1 = 0.5, c_1 = 0.7. \\ b_i - u, & u \in [b_i, 1] \text{ and } b_2 = 0.4, c_2 = 0.6. \end{cases}
\]

\[
h_i(u) = \begin{cases} e_i, & u \in [0, d_i], \text{ where } i = 1, 2, d_1 = 0.3, e_1 = 0.8, k_1 = 0.6. \\ d_i - 1, & u \in [k_i, 1]. \end{cases}
\]

Therefore, according to Eq. (14), the similarity degree between type-2 fuzzy sets \(\tilde{A}\) and \(\tilde{B}\) is given by:

\[
S(\tilde{A}, \tilde{B}) = \frac{1}{2} \left\{ \begin{array}{ll}
\int_0^{0.5} u^2 \frac{1}{0.5} du + \int_0^1 u \cdot \frac{0.7}{0.5-1} (u-1)du \\
\int_0^1 u \times 0.8du \\
\int_0^{0.33} u^2 \frac{0.6}{0.4} du + \int_0^{0.5} u \times 0.5du + \int_0^1 u \cdot \frac{0.6}{0.4-1} (u-1)du \\
\int_0^{0.33} u \times 0.5du + \int_0^{0.4} u \cdot \frac{0.4}{0.4-1} (u-1)du + \int_0^{0.5} u \times 0.5du
\end{array} \right\} = 0.4137.
\]

Similarly, we have that \(S(\tilde{A}, \tilde{C}) = 0.5289\) and \(S(\tilde{B}, \tilde{C}) = 0.9377\). Obviously, \(\tilde{C}\) is closer to \(\tilde{B}\) than \(\tilde{A}\).

To explore the drawback of Hausdorff distance between type-2 fuzzy sets using \(\alpha\)-cut method proposed by Hung and Yang [37], we use the following example for explanation and comparison.

Example 3. Assume that there are two type-2 fuzzy patterns in \(X = \{x\}\) denoted as follows:

\[
\tilde{A} = \{(x, \mu_{\tilde{A}}(x))\} \quad \text{and} \quad \tilde{B} = \{(x, \mu_{\tilde{B}}(x))\},
\]

where

\[
\begin{align*}
\mu_{\tilde{A}}(x) &= \{(0.2, 0.65), (0.4, 0.8), (0.5, 0.6), (0.6, 0.5), (0.8, 0.2)\} \\
\mu_{\tilde{B}}(x) &= \{(0.2, 0.65), (0.4, 0.8), (0.5, 0.9), (0.6, 0.7), (0.8, 0.4)\}.
\end{align*}
\]

Assumed that a sample pattern \(\tilde{C} = \{(x, \mu_{\tilde{C}}(x))\}\) is given, where

\[
\mu_{\tilde{C}}(x) = \{(0.2, 0.6), (0.4, 0.7), (0.5, 0.75), (0.6, 0.9), (0.8, 0.4)\}.
\]
To determine if the sample pattern $\tilde{C}$ is more similar to $\tilde{B}$ than $\tilde{A}$, the similarity from the Hausdorff distance using the $\alpha$-cut method proposed by Hung and Yang [37] is used. We see that $t_1 = 0.8$, $t_2 = 0.75$, $t_3 = 0.7$, $t_4 = 0.65$, $t_5 = 0.6$, $t_6 = 0.5$ are regarded as level values of $\alpha$-cut. The Hausdorff distance [37] is calculated as follows:

$$H_f(\tilde{A}, \tilde{C}) = \frac{0.8 \times 0.2 + 0.75 \times 0.1 + 0.7 \times 0 + 0.65 \times 0.2 + 0.6 \times 0 + 0.5 \times 0}{0.8 + 0.75 + 0.7 + 0.65 + 0.6 + 0.5} = 0.1044.$$ 

Similarly, $H_f(\tilde{B}, \tilde{C}) = 0.1044$. According to Hung and Yang [37], the above calculated similarity values need to be converted by standardization to be $S(\tilde{A}, \tilde{C}) = 0.8432$ and $S(\tilde{B}, \tilde{C}) = 0.8432$.

Based on the above calculations, it is found that the similarity degree of $\tilde{C}$ and $\tilde{A}$ is the same as $\tilde{C}$ and $\tilde{B}$. However, it is obvious that the sample pattern $\tilde{C}$ is closer to the pattern $\tilde{B}$ than $\tilde{A}$ according to the structure of the data set $\{\tilde{A}, \tilde{B}, \tilde{C}\}$. This drawback is due to the use of $\alpha$-cut method in the Hausdorff distance between type-2 fuzzy sets defined by Hung and Yang [37] where some data are not in full use and caused discrepancy.

In fact, our proposed similarity of Eq. (14) for type-2 fuzzy sets is able to improve the drawback caused by Hausdorff distance of Hung and Yang [37]. Using Eq. (14), we have that

$$S(\tilde{A}, \tilde{C}) = \min(0.2 \times 0.65, 0.2 \times 0.6) + \min(0.4 \times 0.8, 0.4 \times 0.7) + \min(0.5 \times 0.6, 0.5 \times 0.75) + \min(0.6 \times 0.5, 0.6 \times 0.9) + \min(0.8 \times 0.2, 0.8 \times 0.4)$$

$$= 0.1044$$

Similarly, we have that $S(\tilde{B}, \tilde{C}) = 0.8607$. Thus, the sample pattern $\tilde{C}$ is closer to the pattern $\tilde{B}$ than $\tilde{A}$ according to the above calculation results from our proposed similarity. This exactly matches the structure of the data set.

In final example, we combine the proposed similarity of Eq. (14) with Yang and Shih’s [30] algorithm such that it can be a clustering method for type-2 fuzzy data. These clustering results will be compared with Hung and Yang’s [37] results.

**Example 4.** Consider Gaussian type-2 fuzzy sets $\tilde{A}_j, j = 1, 2, 3, 4, 5$, with a discrete domain consisting of only 3 points, $x_1 = 1, x_2 = 3$ and $x_3 = 5$. Suppose that $m(x_1) = 0.1, m(x_2) = 0.9$ and $m(x_3) = 0.5, \mu_{\tilde{A}_j}(x_i) = \int_{u \in |x|\leq 0.1} \exp(-u - m(x_i))^2/2(\sigma^2(x_i))/u, i = 1, 2, 3, j = 1, 2, 3, 4, 5$, where $\sigma^2(x_i) = 1.5m(x_i), \sigma^2(x_i) = 0.3m(x_i), \sigma^2(x_i) = 0.02m(x_i), \sigma^2(x_i) = 3m(x_i)$ and $\sigma^2(x_i) = 0.01m(x_i)$, for $i = 1, 2, 3$. We want to cluster $\tilde{A}_j, j = 1, 2, 3, 4, 5$ based on the similarity measure. The similarity degree between $\tilde{A}_1$ and $\tilde{A}_2$ using Eq. (14) is calculated as follows.

$$S(\tilde{A}_1, \tilde{A}_2) = \frac{1}{3} \left( \int_0^1 \min \left\{ u \cdot e^{-\frac{(u-0.1)^2}{1.5u}}, u \cdot e^{-\frac{(u-0.1)^2}{1.5u}} \right\} du + \int_0^1 \max \left\{ u \cdot e^{-\frac{(u-0.1)^2}{1.5u}}, u \cdot e^{-\frac{(u-0.1)^2}{1.5u}} \right\} du \right) = 0.6995.$$ 

By a similar calculation, we obtain the other similarities as shown in Table 1.

By examining the similarities shown in Table 1, we find that $S(\tilde{A}_1, \tilde{A}_2) = 0.8735$ and $S(\tilde{A}_3, \tilde{A}_5) = 0.7405$ are the maximum choice of similarity degrees. That is, $\tilde{A}_1$ and $\tilde{A}_2$ may be in a class, and $\tilde{A}_3$ and $\tilde{A}_5$ in another class.

The similarity measure between type-2 fuzzy sets $\tilde{A}_j, j = 1, 2, 3, 4, 5$ using Hung and Yang’s [37] Haussdorff distance are presented in Table 2. By examining the similarities shown in Table 2, we find that $S_c(\tilde{A}_1, \tilde{A}_5) = 0.9810$ and $S_c(\tilde{A}_2, \tilde{A}_3) = 0.8235$ are the maximum choice of the similarity degrees.

To obtain a better profile for clustering $\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4$ and $\tilde{A}_5$, Yang and Shih’s algorithm [25], a clustering method based on fuzzy relations by beginning with a similarity matrix, is applied to these Gaussian type-2 fuzzy sets by beginning with Tables 1 and 2.

<table>
<thead>
<tr>
<th>$\tilde{A}_1$</th>
<th>$\tilde{A}_2$</th>
<th>$\tilde{A}_3$</th>
<th>$\tilde{A}_4$</th>
<th>$\tilde{A}_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.0000</td>
<td>0.6995</td>
<td>0.2601</td>
<td>0.8735</td>
<td>0.1993</td>
</tr>
<tr>
<td>0.6995</td>
<td>1.0000</td>
<td>0.3227</td>
<td>0.6195</td>
<td>0.2630</td>
</tr>
<tr>
<td>0.2601</td>
<td>0.3227</td>
<td>1.0000</td>
<td>0.2484</td>
<td>0.7405</td>
</tr>
<tr>
<td>0.8735</td>
<td>0.6195</td>
<td>0.2484</td>
<td>1.0000</td>
<td>0.1907</td>
</tr>
<tr>
<td>0.1993</td>
<td>0.2630</td>
<td>0.7405</td>
<td>1.0000</td>
<td>1.0000</td>
</tr>
</tbody>
</table>
Table 2

Similarity $S_A(\tilde{A}_i, \tilde{A}_j)$ between Gaussian-type-2 fuzzy sets using Hung and Yang's [37].

<table>
<thead>
<tr>
<th></th>
<th>$\tilde{A}_1$</th>
<th>$\tilde{A}_2$</th>
<th>$\tilde{A}_3$</th>
<th>$\tilde{A}_4$</th>
<th>$\tilde{A}_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\tilde{A}_1$</td>
<td>1.0000</td>
<td>0.7169</td>
<td>0.5719</td>
<td>0.7826</td>
<td>0.5581</td>
</tr>
<tr>
<td>$\tilde{A}_2$</td>
<td>0.7169</td>
<td>1.0000</td>
<td>0.8235</td>
<td>0.5384</td>
<td>0.8066</td>
</tr>
<tr>
<td>$\tilde{A}_3$</td>
<td>0.5719</td>
<td>0.8235</td>
<td>1.0000</td>
<td>0.4134</td>
<td>0.9810</td>
</tr>
<tr>
<td>$\tilde{A}_4$</td>
<td>0.7826</td>
<td>0.5384</td>
<td>0.4134</td>
<td>1.0000</td>
<td>0.4014</td>
</tr>
<tr>
<td>$\tilde{A}_5$</td>
<td>0.5581</td>
<td>0.8066</td>
<td>0.9810</td>
<td>0.4014</td>
<td>1.0000</td>
</tr>
</tbody>
</table>

From Table 1, we get the similarity matrix $R_1^{(0)}$ on $\{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\}$ with

\[
R_1^{(0)} = \begin{bmatrix}
1.0000 & 0.6995 & 1.0000 \\
0.2601 & 0.3227 & 1.0000 \\
0.8735 & 0.6195 & 0.2484 & 1.0000 \\
0.1993 & 0.2630 & 0.7405 & 0.1907 & 1.0000
\end{bmatrix}.
\]

By the max-$\Delta$ composition, we have that

\[
R_1^{(0)} = R_1^{(1)} = \begin{bmatrix}
1.0000 & 0.6995 & 1.0000 \\
0.2601 & 0.3227 & 1.0000 \\
0.8735 & 0.6195 & 0.2484 & 1.0000 \\
0.1993 & 0.2630 & 0.7405 & 0.1907 & 1.0000
\end{bmatrix}
\]

is a max-$\Delta$ similarity relation matrix. Thus, we can obtain the following clustering results using Yang and Shih’s algorithm [30]:

\begin{align*}
0 < \alpha \leq 0.1907 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\} \\
0.1907 < \alpha \leq 0.2484 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\} \\
0.2484 < \alpha \leq 0.3227 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_4, \tilde{A}_5\} \\
0.3227 < \alpha \leq 0.6995 &\Rightarrow \{\tilde{A}_1, \tilde{A}_4, \tilde{A}_5\} \\
0.6995 < \alpha \leq 0.8735 &\Rightarrow \{\tilde{A}_1, \tilde{A}_4, \tilde{A}_5\} \\
0.8735 < \alpha \leq 1.000 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\}
\end{align*}

From Table 2, we get the similarity matrix $R_2^{(0)}$ on $\{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\}$ with:

\[
R_2^{(0)} = \begin{bmatrix}
1.0000 & 0.7169 & 1.0000 \\
0.5719 & 0.8235 & 1.0000 \\
0.7826 & 0.5384 & 0.4134 & 1.0000 \\
0.5581 & 0.8066 & 0.9810 & 0.4014 & 1.0000
\end{bmatrix}.
\]

Similarly, by the max-$\Delta$ composition, we have that:

\[
R_2^{(0)} = R_2^{(1)} = \begin{bmatrix}
1.0000 & 0.7169 & 1.0000 \\
0.5719 & 0.8235 & 1.0000 \\
0.7826 & 0.5384 & 0.4134 & 1.0000 \\
0.5581 & 0.8066 & 0.9810 & 0.4014 & 1.0000
\end{bmatrix}
\]

is a max-$\Delta$ similarity relation matrix. Thus, the following clustering results are obtained using Yang and Shih’s algorithm [30]:

\begin{align*}
0 < \alpha \leq 0.4014 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\} \\
0.4014 < \alpha \leq 0.5384 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_5\} \\
0.5384 < \alpha \leq 0.7169 &\Rightarrow \{\tilde{A}_2, \tilde{A}_3, \tilde{A}_5\} \\
0.7169 < \alpha \leq 0.8066 &\Rightarrow \{\tilde{A}_2, \tilde{A}_3, \tilde{A}_5\} \\
0.8066 < \alpha \leq 0.9810 &\Rightarrow \{\tilde{A}_3, \tilde{A}_5\} \\
0.9810 < \alpha \leq 1.000 &\Rightarrow \{\tilde{A}_1, \tilde{A}_2, \tilde{A}_3, \tilde{A}_4, \tilde{A}_5\}
\end{align*}

This example shows that to each mean $m(x_i)$, comparing the variances for $\mu_{\tilde{A}_j}(x_i)$, $j = 1, 2, 3, 4, 5$, the ratio of $\tilde{A}_4$ variance to that of $\tilde{A}_1$ is 2:1, and that of $\tilde{A}_3$ to that of $\tilde{A}_5$ is 2:1 as well. It could be inferred that $\tilde{A}_1$ and $\tilde{A}_4$ may be in one class, and $\tilde{A}_3$...
and $\tilde{A}_3$ can be in another class. Moreover, the ratios of $\tilde{A}_1$ variance to that of $\tilde{A}_2$ is 5:1 and that of $\tilde{A}_4$ to that of $\tilde{A}_2$ is 10:1. The ratios of $\tilde{A}_2$ variance to that of $\tilde{A}_1$ and $\tilde{A}_4$ are 15:1 and 30:1, respectively. Thus, $\tilde{A}_2$ should be closer to the class $\{\tilde{A}_1, \tilde{A}_4\}$ than the class $\{\tilde{A}_3, \tilde{A}_5\}$.

Based on the above two clustering results, our proposed similarity groups $\tilde{A}_2$ to the class $\{\tilde{A}_1, \tilde{A}_4\}$ and $\{\tilde{A}_3, \tilde{A}_5\}$ as another class where $\alpha$-level is in $[0.2484, 0.3227]$. However, Hung and Yang [37] groups $\tilde{A}_2$ to the class $\{\tilde{A}_1, \tilde{A}_3\}$ and $\{\tilde{A}_4, \tilde{A}_5\}$ as another class where $\alpha$-level is in $[0.5384, 0.7169]$. In summary, our proposed method actually shows more rational clustering results, compared with the results from Hung and Yang [37].

5. Conclusions

In this paper, we proposed the similarity and inclusion measures between type-2 fuzzy sets, and discussed the properties and relationships between them. For practical reasons, we presented the calculations of similarity and inclusion measures between type-2 fuzzy sets by several examples and comparisons. For an application to clustering, Yang and Shih's algorithms [30] are adopted for cluster analysis. Comparisons between the proposed results and Hung and Yang's [37] method are made. The clustering results are reasonably included in a hierarchical tree with respect to a different $\alpha$-level. Because Hung and Yang [37] used $\alpha$-cut, some data information might be lost when inducing the similarity between type-2 fuzzy sets so that the conclusion might become different. The proposed method in this paper actually improves the drawback of Hung and Yang's [37] method and derives more rationally hierarchical clustering results for type-2 fuzzy data. Recently, Guh et al. [38] has used fuzzy relation-based clustering [30] to establish performance evaluation structures and then applied it to evaluate the performance of various universities in Taiwan. In our further study, we will advance our results to construct type-2 relation-based clustering with its application to performance evaluation systems.
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