Social anxiety disorder (SAD) and depressive symptoms often covary; the lifetime comorbidity rates of major depression in patients with SAD range between 44% and 74.5% (Brown et al., 2001; Perugi et al., 2001; Schneier et al., 1992; Van Ameringen et al., 1991). Moreover, SAD often emerges before depressive symptoms. Indeed, SAD diagnosis predated any episode of mood disorders in 81.7% of patients with SAD (Van Ameringen et al., 1991). Likewise, in the general population, individuals with SAD had the highest likelihood of developing a major depression in the two years following the onset of SAD (Regier et al., 1998), especially in adolescents and young adults (Bittner et al., 2004; Stein et al., 2001). Moreover, longitudinal studies show that individuals with SAD are about three times more likely than those without SAD to develop depression (Beesdo et al., 2007; Stein et al., 2001).

The presence of comorbid depressive symptoms in people with SAD has clinical implications. First, comorbid depressive symptoms predict SAD persistence (Alpert et al., 1997; Stein et al., 2001) and recurrence (Bruce et al., 2005; Scholten et al., 2013). Second, depressive symptoms were associated with severity and generalization of the social fears and alcohol abuse among patients with SAD (Perugi et al., 2001). Third, patients with SAD and comorbid depressive symptoms are at elevated risk for attempting suicide (Cox et al., 1994; Sareen et al., 2005). Fourth, SAD patients with comorbid depressive symptoms are less likely to benefit from treatment for SAD in the short term (Ledley et al., 2005) or to maintain their gains over time (Marom et al., 2009). Especially, certain symptoms of depression such as insomnia and fatigue may interfere with CBT for SAD (e.g., Kushnir et al., 2014).

Although the presence of depressive symptoms in SAD is well documented, uncertainty remains regarding how core symptoms of SAD—i.e. fear and avoidance of social situations—are associated with...
depressive symptoms, and vice versa. Of clinical importance, distinct types of social fear may vary in terms of their debilitating nature. Theorists of SAD have argued that social fears involving interactions with strangers (e.g., Carron et al., 1999; Kagan, 2014; Kashdan and Wenzel, 2005) or authority figures (e.g., Gilbert, 2000; Swallow and Kuiper, 1988) may predict an especially inauspicious course, including risk for comorbid disorders. As a result, one cannot rule out the possibility that fear and avoidance vis-à-vis a given social situation may relate to different symptoms of depression. For instance, fear of talking to unfamiliar people may promote avoidance of going to a party, which, in turn, may influence depressive symptoms such as pessimism and self-dislike, worsening, in turn, the fear of talking to unfamiliar people.

In recent years, the theoretical (Borsboom, 2017; Borsboom and Cramer, 2013) and computational (e.g., Epskamp et al., 2012) advances in network analysis have opened up new vistas for understanding mental disorders as systems of interacting symptoms (Borsboom, 2017; Fried et al., 2016; McNally, 2016). Psychopathology networks comprise nodes (symptoms) and the edges (associations) connecting them. The network approach conceptualizes an episode of disorder as emerging from the pairwise interactions among symptoms. According to this perspective, symptoms possess independent causal powers that influence other symptoms (e.g., fear motivates avoidance; insomnia causes fatigue); they are not merely passive indicators of an underlying disease. Hence, symptoms are constitutive, not reflective, of disorder (Borsboom and Cramer, 2013).

Of critical importance, the network approach enables one to identify nodes that are central to the network based on the amount and direction of influence that flows from one node to other ones (Borgatti, 2005; Valente, 2012). Therefore, activation issuing from a node having strong connections to many other nodes can spread to other nodes, thereby producing a cascade of activation in the entire network (Borsboom and Cramer, 2013; Valente, 2012). Such highly influential nodes are thus especially important for the development, persistence, and remission of mental disorders (Borsboom and Cramer, 2013). By turning off such a node, one can affect other nodes both directly and indirectly (e.g., via paths through other nodes), thereby producing recovery from disorder (Hofmann et al., 2016; McNally, 2016; Valente, 2012).

If one accepts that symptoms and associations between them are what constitute a mental disorder, then the associations between symptoms of different disorders constitute pathways that can bridge those disorders (Borsboom and Cramer, 2013; Cramer et al., 2010). Traditionally, comorbid mental disorders have been understood as different underlying entities. Conversely, the network approach holds that the two disorders co-occur because of the mutual interactions among their symptoms (Cramer et al., 2010). Hence, comorbidity arises as a natural consequence of bridge symptoms—that is, a symptom that can transmit activation from one disorder to the other (Cramer et al., 2010; Fried and Cramer, 2017). Accordingly, bridge symptoms are key to disentangling co-occurrence between disorders (Bekhuis et al., 2016; Borsboom and Cramer, 2013; Fried and Cramer, 2017). Yet, uncertainty still abounds vis-à-vis the individual symptom-to-symptom association between SAD and depressive symptoms.

The purpose of our study was to apply network analytic methods to characterize the associations among core symptoms of SAD—i.e. fear and avoidance of social situations—and comorbid depressive symptoms in a convenience sample of individuals with a primary SAD. To accomplish this aim, we first explored the general structure of the network. Then, we specifically focused on the nodes’ importance and influence. Of critical interest was the examination and identification of bridge symptoms—i.e. SAD symptoms that have strong associations with depressive symptoms, and vice versa.

1. Method

1.1. Participants

The sample consisted of 174 individuals (72% female) with a primary DSM-IV-TR diagnosis of SAD. In addition, 47 had a comorbid diagnosis of major depressive disorder, 26 had a diagnosis of depression (not otherwise specified), and 5 had a diagnosis of dysthymia. The participants constitute a convenience sample of individuals who were recruited for five other studies who had, as a result of participating in those studies, completed questionnaires measuring symptoms of social anxiety and depression used in the present network study (for full protocols, see Heeren et al., 2015a, 2015b, 2016, 2017a, 2017b). Each study included a nonprobability sampling approach and the different databases have been carefully checked to avoid potential multiple entries of the same participants.

To be eligible, individuals had to meet (a) DSM-IV-TR criteria for SAD, (b) have no current substance abuse or dependence, (c) no current neurological problems or use of psychotropic medications, and (d) no current psychological or psychiatric treatment. Participants were first screened via the self-report version of the Liebowitz Social Anxiety Scale (LSAS; Liebowitz, 1987). Eligible participants had to score above 56 on the LSAS (i.e., the cut-off score for probable diagnosis of SAD in the French version of the scale; Bouvard and Cottraux, 2010). Participants were then assessed by a clinical psychologist who used the screening version of the Mini-International Neuropsychiatric Interview (M.I.N.I; Sheehan et al., 1998). Each participant was tested individually in a quiet room. Each study was approved by the Ethical Committee of the Université Catholique de Louvain (UCL, Belgium) and conducted according to the Declaration of Helsinki. Participants’ characteristics appear in Table 1.

1.2. Materials and measures

1.2.1. Measures of social anxiety symptoms

The LSAS is a 24-item scale that measures fear and avoidance of a range of social and performance situations (see Table 2). Participants rate each of the 24 social situations on a 4-point Likert-type scale, once for the intensity of fear (0, None; 1, Mild; 2, Moderate; 3, Severe) and once for frequency of avoidance of the situation (0, Never; 1, Occasionally; 2, Often; 3, Usually). We used the validated French versions of this scale (Heeren et al., 2012). The internal reliability of LSAS was high in the current sample, with a Cronbach’s alpha of .81 for the global scale score (.82 for the fear scale score and .80 for the avoidance scale score).

1.2.2. Measure of depressive symptoms

The Beck Depression Inventory (BDI-II; Beck et al., 1996) is a 21-item instrument designed to measure both the presence and severity of depressive symptoms. Each item consists of a group of four statements measuring the symptoms of depression (e.g., loss of interest) that range in intensity, each item being scored on a scale value of 0–3. We used the validated French versions of this scale (BDI-II; Beck et al., 1998). The

Table 1

Demographic and clinical measures for individuals with social anxiety disorder.

<table>
<thead>
<tr>
<th></th>
<th>Mean (SD)</th>
<th>Min-Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Demographic measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age</td>
<td>28.40 (11.26)</td>
<td>18–67</td>
</tr>
<tr>
<td>Educational level (in years)</td>
<td>10.78 (2.33)</td>
<td>0–15</td>
</tr>
<tr>
<td><strong>Clinical measures</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BDI-II</td>
<td>12.86 (8.15)</td>
<td>1–37</td>
</tr>
<tr>
<td>LSAS</td>
<td>71.67 (13.69)</td>
<td>57–112</td>
</tr>
</tbody>
</table>

*Note.* Education level was assessed according to the numbers of years of education completed after finishing primary school. BDI-II = Beck Depression Inventory; LSAS = Liebowitz Social Anxiety Scale.
internal reliability of BDI was high in the current sample, with a Cronbach’s alpha of .86 for the global scale score.

1.3. General procedure

For the analyses reported here, we used the data from the initial assessment of the aforementioned studies. For each study, participants first completed demographic and LSAS questionnaires prior to completing the BDI.

2. Data analytic plan

2.1. Network estimation

We used a Graphical Gaussian Model (GGM) to estimate networks whose edges represent conditional independence relationships between nodes when controlling for the effects of all other nodes (Epskamp et al., 2017a). We regularized our model by running the graphical LASSO (Least Absolute Shrinkage and Selection Operator; Friedman et al., 2008). The aims of this procedure are two-fold. First, it computes (regularized) partial correlations between pairs of symptoms, thereby eliminating spurious associations (edges) attributable to the influence of other symptoms in the network. Second, it shrinks trivially small associations to zero, removing them from the graph as potentially “false positive” edges, and thereby returning a sparse graph comprising only the strongest edges. We used the R package `ggraph` (Epskamp et al., 2012) that automatically implements the graphical LASSO regularization in combination with extended Bayesian Information Criterion (EBIC) model selection (Foygel and Drton, 2010). First, 100 different network models with different degrees of sparsity are estimated. Second, the model with the lowest EBIC is selected, given a certain value on the hyperparameter gamma (\(\gamma\)), which controls the trade-off between including false-positive edges (i.e., high specificity) and removing true edges (i.e., high sensitivity). The hyperparameter \(\gamma\) is usually set between zero and .5 (Epskamp et al., 2017a). The closer one chooses a value of \(\gamma\) near .5, the more the EBIC will favor a simpler model containing fewer edges, whereas the closer one chooses a value of \(\gamma\) near zero, the more the EBIC will favor a model with more edges. Following previous studies (e.g., Beard et al., 2016; Bernstein et al., 2017), we opted to set \(\gamma\) to .5 to be confident that our edges are genuine. Finally, because the LSAS and BDI-II items are ordinal, we followed recent studies (e.g., McNally et al., 2017a) and calculated the polychoric correlations among variables before conducting the regularization.

2.2. Node centrality

Commonly used centrality indices do not distinguish between positive and negative edges. For instance, a node’s strength centrality is computed by adding the absolute values of the edges incident on the node, irrespective of the sign of an edge. Hence, edge weights of -.20 and .20 sum to .40, not zero. This seldom presents a problem for most psychopathology networks as symptoms usually positively correlate with one another. However, associations between symptoms of distinct disorders could be either positive or negative, generating negative and positive edges (Robinaugh et al., 2016). Thus, the commonly used centrality indices may insufficiently gauge the genuine nature of a node’s influence within instances where negative edges do occur (e.g., depression and complicated grief; Robinaugh et al., 2016). Moreover, standard measures of node centrality will provide a progressively inaccurate gauge of a node’s influence to the extent that the network has edges depicting negative correlations (Everett and Borgatti, 2014). To overcome this limitation, Robinaugh and colleagues (2016) have devised the one-step (EI1) and two-step (EI2) expected influence metrics, two novel measures of node importance that can accommodate signed edges.

EI1 aims to assess a node’s influence with its immediate neighbors (i.e. the nodes with which it shares an edge). EI1 of a node equals the summed weight, including positive and negative values, of its edges shared with the remaining nodes in the network. However, EI1 does not incorporate information about the expected influence of a node’s neighbors. This is unfortunate as such information is highly relevant to assess the ultimate influence of a node within the entire network. For instance, if a node X is connected only to a node Y, and node Y has low EI1, then change in node X will have little influence on the remainder of the network. In contrast, if node Y has many strong edges, the change in node X may have a large effect on the network by virtue of its influence on the highly influential node Y (Robinaugh et al., 2016).

To take into account the secondary influence of a node via the influences of its immediate neighbors (i.e. the nodes with which it shares an edge), Robinaugh and his colleagues (2016) also devised the EI2 index. EI2 of a node equals its EI1 plus the sum of the EI1 values of the remaining nodes in the network multiplied by the weighted edge between the neighboring nodes. The added expected influence of the neighboring nodes is weighted because the secondary influence of a given node through its neighbor will vary as a function of the strength of the edge between the two nodes (for a precise mathematical formulation, see Robinaugh et al., 2016). In contrast to measures of EI1, EI2 aim to assess the nature and the strength of a node’s cumulative influence within the network, and thus the role it may be expected to play in the activation, persistence, and remission of the network (Robinaugh et al., 2016).

Each index was calculated with the R package `networktools` (Jones, 2017). For each index, higher values reflect greater influence in the network. We created plots that depict these values. For ease of comparison and interpretation, we reported z-scores rather than raw values.

Recent commentators have argued that differential variability (“restricted range”) in symptom severity ratings can distort conclusions about node importance (e.g., Terluin et al., 2016). Following recent publications (McNally et al., 2017a), we thus tested whether differential variability in nodes impact on nodes’ importance by computing the correlation between the nodes expected influence and variance in symptom severity rating.

---

Table 2

Social situations indexed in the Liebowitz Social Anxiety Scale and depressive symptoms as denoted in the Beck Depression Inventory-II.

<table>
<thead>
<tr>
<th>Construct</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Social situations</td>
<td>1. Telephoning in public; 2. Participating in small groups; 3. Eating in public places; 4. Drinking with others in public places; 5. Talking to people in authority; 6. Acting, performing or giving a talk in front of an audience; 7. Going to a party; 8. Working while being observed; 9. Writing while being observed; 10. Calling someone you don’t know very well; 11. Talking with people you don’t know very well; 12. Meeting strangers; 13. Urinating in a public bathroom; 14. Entering a room when others are already seated; 15. Being the center of attention; 16. Speaking up at a meeting; 17. Taking a test; 18. Expressing a disagreement or disapproval to people you don’t know very well; 19. Looking at people you don’t know very well in the eyes; 20. Giving a report to a group; 21. Trying to pick up someone; 22. Returning goods to a store; 23. Giving a party; 24. Resisting a high-pressure salesperson.</td>
</tr>
</tbody>
</table>
2.3. Node bridge influence

To clarify the associations among core symptoms of SAD and comorbid depressive symptoms, we analyzed the unique association of each core symptom of SAD with depressive symptoms, and vice versa, by calculating what we called the “bridge expected influence”. Bridge expected influence can be separated into “bridge EI1” and “bridge EI2”: bridge EI1 measures the sum of edge weights from a given node to all nodes of the opposite disorder; bridge EI2 additionally takes into account the secondary influence of a node via the influences of its immediate neighbors. For both bridge EI1 and bridge EI2, higher values reflect greater influence on nodes of the other disorder. Values were calculated using the bridge function of the R package networktools (Jones, 2017). We created plots that depict these values. For ease of comparison and interpretation, we reported z-scores rather than raw values.

3. Results

In the figures depicting the networks and the centrality plots, we used the following abbreviations to designate the fear and avoidance of social situations as well as depressive symptoms. Each social situation from the LSAS is designated by a number ranging from 1 to 24 accompanied either by the letter “f” or “a”, representing fear and avoidance, respectively. Depressive symptoms are identified by the letter “d” and a number ranging from 1 to 21, referring to the 21 symptoms of the BDI-II. Social situations and depressive symptoms are listed in Table 2.

3.1. Graphical LASSO network

Fig. 1 depicts the graphical LASSO network, which denotes regularized partial correlations. Node placement was determined by Fruchterman and Reingold’s (1991) algorithm whereby nodes nearer to the center of the graph tend to have the strongest connections with other nodes. A thicker edge denotes a larger association. Blue edges represent positive regularized partial correlations, whereas red ones represent negative regularized partial correlations. Several features were immediately apparent. First, with respect to nodes denoting SAD symptoms, strong edges were present between nodes denoting fear and avoidance of similar social situations and a few of them emerge as strongly connected to the entire network (e.g., fear and avoidance of expressing a disagreement to unfamiliar people, fear and avoidance of looking at unfamiliar people eye-to-eyes, fear and avoidance of talking to people in authority, and fear and avoidance of participating in small groups). Second, with respect to nodes denoting depressive symptoms, loss of pleasure (d4), self-criticism (d8), self-dislike (d7), loss of interest (d12), worthlessness (d14), and loss of energy (d15) emerge as nodes strongly connected to entire network.

Notably, there were also several features of cross-associations between SAD and comorbid depressive symptoms. On the one hand, several nodes denoting SAD symptoms were strongly connected to depressive symptoms. For instance, avoidance of participating in small groups (a2) was connected to loss of interest (d12), worthlessness (d14), loss of pleasure (d4), and suicidal ideation (d9). On the other hand, a few nodes denoting depressive symptoms were highly connected to SAD symptoms. For example, suicidal ideation (d9) and loss
of interest (d12) both appeared highly connected to SAD nodes. It is worth noting that there were also a couple negative edges between SAD and depressive symptoms [e.g., avoidance of expressing a disagreement or disapproval to unfamiliar people (a18) and past failure (d3)].

To estimate the accuracy of the edge weights, we used a non-parametric bootstrap approach to calculate 95% confidence intervals (CIs) for the edges by sampling the data with 1000 replacements, calculating edges to create a distribution of the edges weights (i.e., regularized partial correlation coefficients between symptom pairs) values by using the R package bootnet (Epskamp et al., 2017a). This displays the sampling variation. The bootstrapped CIs for the edges indicate that the edges are fairly stable and a number of edges exhibit values significantly different from zero (Fig. S1).

3.2. Expected influence

Analyses of expected influence confirmed the aforementioned observations (Fig. 2). First, nodes denoting avoidance of going to a party (a7), fear and avoidance of meeting strangers (f12 and a12), fear of speaking up at a meeting (f16), and fear of being the center of attention (f15) were among the SAD symptoms exhibiting the highest levels of both EI1 and EI2. Second, self-dislike (d7), tiredness (d20), worthlessness (d14), self-criticism (d8), pessimism (d2), and loss of pleasure (d4) were among the depressive symptoms exhibiting the highest levels of EI1 and EI2.

Because the two-tailed Pearson correlation between the node variance and EI1 was nonsignificant, \( r(67) = -0.13, p = 0.28 \), differential variability across symptoms does not pose a problem for interpreting a node's EI1 (see Terluin et al., 2016). The two-tailed Pearson correlation between the node variance and EI2 was likewise nonsignificant, \( r(67) = -0.18, p = 0.15 \). Finally, EI1 and EI2 were highly correlated, \( r(67) = 0.98, p < .001 \), consistent with previous studies (e.g., Robinaugh et al., 2016).

3.3. Bridge expected influence

Fig. 3 depicts the “bridge EI1” and “bridge EI2” values. Nodes denoting avoidance of participating in small groups (a2), avoidance of going to a party (a7), and fear of working while being observed (f8) were the SAD symptoms exhibiting the highest levels of both bridge EI1 and EI2 on all depressive symptoms. Suicidal ideation (d9) and loss of interest (d12) were the depressive symptoms exhibiting the highest levels of bridge EI1 on SAD symptoms. Bridge EI2 also disclosed loss of pleasure (d4) as a depressive symptom exerting a strong bridging influence on SAD symptoms. Consistent with expected influence metrics, “bridge EI1” and “bridge EI2” were highly correlated, \( r(67) = 0.97, p < 0.001 \).

4. Discussion

Many people with SAD also suffer from depression. To our knowledge, this is the first study to examine the empirical network structure of fear and avoidance of distinct situations among individuals with SAD and their relation with comorbid depression symptoms. Perhaps the most striking result was the observation, in line with previous network studies (e.g., Bekhuis et al., 2016; McNally et al., 2017b; Robinaugh...
et al., 2014), that not all nodes were equally important in determining the co-occurrence between fear and avoidance of distinct situations with comorbid depression among individuals with SAD.

First, when considering the relationships between fear and avoidance of distinct situations among individuals with SAD, fear and avoidance of meeting strangers, avoidance of going to party, and fear of speaking up at a meeting and of being the center of attention collectively appear as the most influential SAD nodes. Such observation does not come as a surprise; instead, they are in keeping with theories suggesting that social situations involving novel or unfamiliar individuals (e.g., Carron et al., 1999; Kagan, 2014; Kashdan and Wenzel, 2005) or to be at the center of attention (e.g., Cornwell et al., 2011) carry more weight than other types of social situations in the maintenance of SAD.

Second, although nodes denoting fear and avoidance of distinct situations do not cluster with those denoting comorbid depression symptoms, there were several bridge symptoms connecting the former to the latter and vice versa. Notably, we found that suicidal ideation, loss of interest, and loss of pleasure were the depression nodes exhibiting the strongest association with SAD symptoms. Conversely, avoidance of participating in small groups, avoidance of going to a party, and fear of working while being observed emerged as the SAD nodes exhibiting the strongest association with depressive symptoms. These results are thus suggestive of bridges through which activation issuing from one disorder potentially propagate to symptoms of the other disorder, activating the full picture of the co-occurrence between SAD and comorbid depressive symptoms among individuals with SAD.

Our study adds to a small but growing empirical literature revealing that the co-occurrence between two disorders is best portrayed as sets of symptom-to-symptom connections (e.g., Bekhuis et al., 2016; McNally et al., 2015; Robinaugh et al., 2014). Our findings stress the relevance of approaching comorbidity by concentrating on individual symptoms and their connections (Cramer et al., 2010; Bekhuis et al., 2016; Fried, 2015).

Our findings have several therapeutic implications. Prior studies indicated that overall network connectivity can predict the prognosis of mental disorders (Boschloo et al., 2016; van Borkulo et al., 2015). Hence, turning off a highly connected node may foster a beneficial cascade of downstream benefits, deactivating other nodes, and reducing the overall network connectivity (McNally, 2016). Consequently, prevention and intervention strategies directly targeting bridge nodes are particularly important as they are likely to affect the co-occurrence between SAD and depression. Notably, as avoidance of participating in small groups was the SAD symptom exerting the strongest bridging influence on depressive symptoms, therapists may wish to target such avoidance prior to exposure therapy (Kim, 2005; Morgan and Raffle, 1999). Indeed, avoidance prevents recovery from SAD by thwarting opportunities for inhibitory learning by blocking access to information that is incompatible with threat-related beliefs (Aderka et al., 2013; Hofmann, 2007; Moscovitch, 2009). Likewise, as suicidal ideation and loss of interest appear as the two depressive symptoms exerting the strongest influence on SAD symptoms, therapists may wish to target such avoidance prior to exposure therapy (Kim, 2005; Morgan and Raffle, 1999). Indeed, avoidance prevents recovery from SAD by thwarting opportunities for inhibitory learning by blocking access to information that is incompatible with threat-related beliefs (Aderka et al., 2013; Hofmann, 2007; Moscovitch, 2009). Likewise, as suicidal ideation and loss of interest appear as the two depressive symptoms exerting the strongest influence on SAD symptoms, therapists may wish to target such avoidance prior to exposure therapy (Kim, 2005; Morgan and Raffle, 1999). Indeed, avoidance prevents recovery from SAD by thwarting opportunities for inhibitory learning by blocking access to information that is incompatible with threat-related beliefs (Aderka et al., 2013; Hofmann, 2007; Moscovitch, 2009).
symptoms are particularly at elevated risk for attempting suicide (Cox et al., 1994; Sareen et al., 2005), suicidal ideation deserves a very careful audit during clinical assessment among patients with SAD.

The present study has several limitations. First, the edges were calculated with cross-sectional data, precluding strong inference vis-à-vis the cause-effect relationships among the variables (Maurage et al., 2013). Furthermore, cross-sectional edges represent both within- and between-subjects effects that cannot be disentangled. Although traditional longitudinal studies may allow tracking several variables over time, recently developed computational methods allow exploring the within- and between-person temporal dynamics of networks on intensive intraindividual time-series data (Epskamp et al., 2017b), enabling us to move closer to elucidating the causal dynamics regarding how social fears and avoidance trigger depressive symptoms over time and vice versa. Second, although a sample size of 174 participants is usually not regarded as a small sample for a clinical study, network models estimate a very large number of parameters, and cross-sample validations in larger samples are thus required to draw firm conclusions. Yet, on the other hand, results from the non-parametric bootstrap approach guarantee the generalizability of the present findings in similar samples. Third, although the present study focuses on the co-occurrence between symptoms of depression and SAD, each participant had a primary diagnosis of SAD. The critical next step is thus to explore the co-occurrence between these two disorders among a sample with a primary diagnosis of major depression. Fourth, the participants were relatively well-educated and predominantly female. Finally, theories of SAD posit that several cognitive mechanisms (e.g., attentional bias for threat, postevent processing) figure in the etiology and maintenance of the SAD, and perhaps its comorbidity (for a review, see Wong and Rapee, 2016). These variables are suitable for inclusion in network analyses (e.g., Heeren and McNally, 2016a; Heeren and McNally, 2016b; Jones et al., 2017). These limitations notwithstanding, this study is the first to examine the cross-associations between core symptoms of SAD and comorbid depressive symptoms among individuals with SAD, thus providing an important basis for hypothesizing how the two disorders co-occur.
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