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A neuronal retuning hypothesis of sentence-specificity in Broca’s area

William G. Matchin

Abstract It is clear that the left inferior frontal gyrus (LIFG) contributes in some fashion to sentence processing. While neuroimaging and neuropsychological evidence support a domain-general working memory function, recent neuroimaging data show that particular subregions of the LIFG, particularly the pars triangularis (pTri), show selective activation for sentences relative to verbal working memory and cognitive control tasks. These data suggest a language-specific function rather than a domain-general one. To resolve this apparent conflict, I propose separating claims of domain-generality and specificity independently for computations and representations—a given brain region may respond to a specific representation while performing a general computation over that representation, one shared with other systems. I hypothesize that the pTri underlies a language-specific working memory system, comprised of general memory retrieval/attention operations specialized for syntactic representations. There is a parallelism of top-down retrieval function among the phonological and semantic levels, localized to the pars opercularis and pars orbitalis, respectively. I further explore the idea of how such a system emerges in the human brain through the framework of neuronal retuning: the “borrowing” of domain-general mechanisms for language, either in evolution or development. The empirical data appear to tentatively support a developmental account of language-specificity in the pTri, possibly through connections to the posterior superior temporal sulcus (pSTS), a region that is both anatomically distinct for humans and functionally essential for language. Evidence of representational response specificity obtained from neuroimaging studies is useful in understanding how cognition is implemented in the brain. However, understanding the shared computations across domains and neural systems is necessary for a fuller understanding of this problem, providing potential answers to questions of how specialized systems, such as language, are implemented in the brain.
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Introduction

Whether language is governed by domain-general or domain-specific properties, whether it is innate or emergent—these have been central questions of investigation for the last several decades (Chomsky, 1959; Pinker, 1995; Saffran et al., 1996; Tomasello, 2009). A scientifically rigorous approach to these questions is not to ask either/or but rather to determine what language is; this includes identifying which parts can be attributed to more cognitively general capacities, which parts are language-specific (if any), and how they interact (Hauser et al., 2002). I pursue this approach with respect to the neurobiology of sentence processing, concerning the function of the brain region most closely associated with language: Broca’s area. Broca’s area is commonly defined as the posterior two thirds of the left inferior frontal gyrus (LIFG) (Fig. 1), comprised of the pars opercularis (pOper) and the pars triangularis (pTri); many authors also include the most anterior and inferior portion, the pars orbitalis (pOrb) (Tremblay & Dick, 2016). These areas roughly correspond to Brodmann’s areas 44, 45, and 47 (Amunts et al., 2010); however, because direct cytoarchitectonic information is not available in neuroimaging and neuropsychological studies, I will restrict discussion to the readily identifiable anatomical regions.
This paper chiefly concerns the pTri. The pTri presents an interesting case for the approach outlined above given that this region exhibits both domain-general and domain-specific properties. This forces us to develop a hypothesis of this region’s function that eschews simple classification into one or the other category. The idea that I pursue is that a brain region may be both domain-general and domain-specific at the same time; it may take a very specific representational input, but perform a general computation over that input. Essentially, we must break down the notions “domain-specific” and “domain-general” separately with respect to representations and computations. I propose that a general computational operation of the LIFG is top-down memory retrieval for representations stored in long-term memory, which is executed via well-established white matter tracks connecting the frontal and temporal lobes (Friederici et al., 2006; Saur et al., 2010). The three subregions of the LIFG are differentiated by the nature of the information that is retrieved; pOper operates over phonological representations, pTri operates over syntactic representations, and pOrb operates over semantic representations. Phonological and semantic retrieval are domain-general with respect to language in the sense that they are not specific to language, likely operating in other organisms and in non-linguistic human cognition. However, top-down syntactic memory access operations (in the sense of Lewis & Vasishth, 2005) are language-specific, given the use of syntactic features that are only found in language. This analysis raises further questions concerning the origins of linguistic specificity in the pTri. I present a framework of neuronal retuning, which suggests that this specificity arises as a result of either phylogenetic repurposing (exaptation) of top-down memory access operations applied to a novel syntactic domain (Jacob, 1977; Gould & Vrba, 1982), or ontogenetic repurposing (neuronal recycling), that is, the emergence of domain-specificity of a brain region during development (Dehaene & Cohen, 2007). Both of these possibilities provide specific insights into how domain-general computations and domain-specific representations contribute to human language.

Language-specific and domain-general accounts of Broca’s area

Broca’s area has a long history in the discussion of the neural infrastructure of language, not the least of which is the prominent association of this region with core linguistic computations, which most authors term syntax. The most fundamental and universal property of human language is its hierarchical structure. Linguistic theory often posits a fundamental distinction between the lexicon (the stored elements of language) and the combinatorial system, or syntax (Chomsky, 1965; Jackendoff, 2002; see Sprouse & Hornstein, 2016 for an accessible introduction). The lexicon is the repository of words; more technically, lexical elements. Each element includes various features that identify its meaning (semantic features), how it sounds and is produced (phonetic features), and the way it combines with others (syntactic features). The syntax is the machinery that generates potentially infinitely long sentences by combining lexical elements into hierarchical phrases and sentences. This syntactic property has been hypothesized to be a uniquely human and language-specific mechanism (Bolhuis et al., 2014), and understanding its neural implementation is of great interest if we are to understand how the human brain gives rise to human language.

Some authors (Friederici, 2011; Grodzinsky & Santi, 2008; Hagoort, 2005) have argued that syntactic operations are implemented in Broca’s area on the basis of neuropsychological evidence implicating it in sentence comprehension deficits (Caramazza & Zurif, 1976; Grodzinsky, 2000) and functional magnetic resonance imaging (fMRI) or positron emission tomography (PET) studies finding activation in this region to syntactically complex sentences and syntactic violations (Bornkessel et al., 2005; Embick et al., 2000; Stromswold et al., 1996). In addition, fMRI (Moro et al., 2001; Pallier et al., 2011) and electrocorticography (ECoG) data (Sahin et al., 2009; Nelson et al., 2017) have revealed that the pTri, among other regions mostly in the temporal lobe, shows activity that is tightly correlated with syntactic structure and grammatical morphology, and in some studies shows

1 Some authors disagree about the relative richness of the lexicon and the syntax, with some recent theories moving towards minimizing the syntax in favor of a rich lexicon (e.g., Chomsky, 1995; Frank, 2002; Jackendoff, 2002; Goldberg, 1995). However, for the purposes of this discussion, I will assume the basic dichotomy between the lexicon and syntax that most authors assume at some level. Please see Lewis & Vasishth (2005), with respect to the memory architecture assumed here, for discussion of the workload tradeoff between the lexicon and the syntax.
increased activity for very simple structured phrases and sentences compared with word lists (Zaccarella et al., 2017; Matchin et al., 2017). However, other researchers (Bornkessel-Schlesewsky & Schlesewsky, 2013; Kaan & Swaab, 2002; Novick et al., 2005; Rogalsky & Hickok, 2011) point out the strong evidence implicating Broca’s area in functions not specific to sentences, such as phonological working memory and cognitive control (Braver et al., 1997; Rogalsky et al., 2008; Thompson-Schill et al., 1997), maintaining that activations to sentences and comprehension deficits resulting from damage to this region are attributable to these more general mechanisms rather than syntactic operations, with syntax being implemented elsewhere. Evidence in favor of this assertion is that the activation profile during sentence processing in Broca’s area is heavily task dependent and does not reliably activate for contrasts of structure, as appears to be the case in the anterior temporal lobe (ATL) (Mazoyer et al., 1993; Stowe et al., 1998; Rogalsky & Hickok, 2009; Matchin et al., 2014; Matchin et al., 2017).

A powerful argument against a role for Broca’s area in core syntactic operations is that damage to Broca’s area is not associated with notable language or sentence comprehension deficits (Mohr et al., 1978; Dronkers et al., 2004; Thothathiri et al., 2012; cf Davis et al., 2008). Patients with lesions to Broca’s area that do not encroach on the temporal lobe are mostly capable of making subtle acceptability judgments or decisions about the well-formedness of sentences (Linebarger et al., 1983; Wilson & Saygin, 2004). Acceptability judgments are the core data underlying syntactic theories; making these judgments likely requires intact syntactic abilities. By contrast, sentence comprehension and acceptability judgment deficits are strongly associated with posterior temporal lobe (PTL) and angular gyrus lesions (Dronkers et al., 2004; Thothathiri et al., 2012; Mesulam et al., 2015; Wilson & Saygin, 2004; Pillay et al., 2017). Any account of the function of Broca’s area in language must account for the fact that patients with damage restricted to this region have such intact abilities.

Amid this debate, several recent studies (Fedorenko et al., 2012; Bedny et al., 2011; Rogalsky et al., 2015) have reported a high degree of sentence-specific activations in Broca’s area, particularly in the pTri. For example, Fedorenko et al. (2012) found subregions that activate to sentences more than lists of nonwords but do not respond to nonsentence tasks, including phonological working memory and cognitive control (Fig. 2). Consistent with this, an fMRI study by Rogalsky et al. (2008) showed that a classic contrast of noncanonical sentences > canonical sentences known to induce processing difficulties (object-relatives vs. subject relatives) revealed activity in both the pTri and pOper; a secondary task of subvocal articulatory functions. Outlines of BA44 and BA45 are shown in black lines. BOTTOM: activation for each task within the obtained ROIs in individual subjects. Domain-general tasks activate language-selective ROIs minimally or not at all, while strongly activating the domain-general ROIs. Note that BA45 roughly corresponds to the pTri, and most activations appear to be centered on the pTri rather than pOper.
rehearsal eliminated activity in the pOper but not in the pTri. Thus, while activity for sentence processing in the pOper can be reasonably attributed to subvocal articulation associated with verbal working memory, activations in the pTri cannot. These results challenge working-memory and cognitive control hypotheses about the function of Broca’s area in sentence processing, because these hypotheses expect brain areas that activate for sentence processing also to activate for nonsentence tasks, such as verbal working memory. The linguistic specificity of the pTri is similar to the fusiform face area (FFA), which has a neuroimaging response profile selective for faces compared with other complex visual stimuli (Kanwisher et al., 1997; McCarthy et al., 1997). The essential and selective role of the FFA in face processing suggested by its face-specific response profile is supported by studies that have shown that lesions to the FFA produce prosopagnosia, or face blindness (Barton, 2008). The parallelism in neuroimaging specificity between the FFA and Broca’s area thus suggests a parallelism of function (Fedorenko & Thompson-Schill, 2014), and some authors therefore suggest that these regions underlie core linguistic computations, arguing that domain-general mechanisms cannot account for these language-specific patterns (Fedorenko & Thompson-Schill, 2014).

It is clear that claims of a hard parallelism of function between the FFA and pTri are untenable, because lesions selective to the LIFG do not typically produce profound language deficits in the way that lesions to the temporal lobe do. In addition, a core linguistic function (e.g., syntactic operations) does not adequately explain the pattern of sentence-related activity in the pTri across neuroimaging studies. The challenge is to develop a hypothesis of this region’s function that accounts for all the data combined. In this context, let us step back and reflect on what a neuroimaging response profile for domain-specific representations might indicate with respect to the function of a given brain area. There are at least two logical possibilities: (i) this brain area performs a function completely independent of the representations and computations of other brain regions, or (ii) this brain area is specialized for a particular representational domain, yet performs a general computation shared with other neural systems. In the following sections, I pursue the latter option: pTri underlies a syntactic memory retrieval system. This system is domain-general with respect to its computational properties, namely top-down memory retrieval operations, and domain-specific with respect to the information that is retrieved, namely syntactic representations, as posited by McElree et al. (2003), Lewis et al. (2006), and Caplan & Waters (2013). This proposal agrees with previous proposals of neuroimaging researchers who posited that the function of the pTri is syntactic working memory (Fiebach et al., 2005; Rogalsky et al., 2015). This could be seen as an extension of Baddeley’s phonological loop subsystem to a “syntactic loop,” although the memory retrieval architecture outlined by the authors above is distinct from the maintenance architecture of the Baddeley model (Baddeley & Hitch, 1974; Baddeley, 2003). In the following sections, I motivate the existence of language-specific working memory resources, as well as how such a specialized system emerges in the human brain.

## Syntactic working memory

Two central claims of this paper are that there exists a working memory system specific to sentence processing and that this system is localized roughly to the pTri. It is uncontroversial that the pTri, a region of the prefrontal cortex of humans, might have a function related to working memory. Working memory is a capacity present in nonhuman, nonlinguistic animals, with the prefrontal cortex playing a central role in this capacity. Persuasive evidence for this is sustained neural activity in single neurons in prefrontal regions over a delay period in which a stimulus must be maintained and impairments on working memory tasks when this region is lesioned (Goldman-Rakic, 1995; Murphy et al., 1996; Miller et al., 1996; Zahrt et al., 1997). Evidence for the existence of working memory resources in the prefrontal cortex of humans, particularly in the vicinity of Broca’s area, also is well-established (Braver et al., 1997; Thompson-Schill et al., 1997; Curtis & D’Esposito, 2003; Badre & Wagner, 2007; Glaser et al., 2013). These neuroimaging experiments also show sustained activity in the prefrontal cortex over delay periods (Curtis & D’Esposito, 2003), for comparisons of stimuli incurring differing working memory demands (Braver et al., 1997), and specifically for memory retrieval interference effects during sentence processing (Glaser et al., 2013).

While language is a human-specific trait and involves unique structural properties (Hauser et al., 2002; Bolhuis et al., 2014), there is strong evidence that aspects of successful sentence processing rely on working memory resources. Observations have long been made about particular structural configurations that pose problems for comprehension, such as multiple self-embedding (Miller & Chomsky, 1963) (e.g., *the rat that the cat that the dog chased ate died* is difficult to understand, whereas the *dog chased the cat that ate the rat that died* poses much less problem). These difficulties appear to be due to the high working memory demands these configurations create (Gibson, 1998; Lewis et al., 2006). In addition, it is likely that simple sentence structures engage working memory under conditions of time constraints, noisy environments, or when speakers create false starts and stops of sentences.

Less obvious is whether there are working memory resources that are dedicated to sentence processing (see Just & Carpenter, 1992; Caplan & Waters, 1999, 2013; Fedorenko et al., 2007 for discussion). I will assume the existence of a specialized working memory system for language and only
briefly review the major motivating evidence in favor of it. Such evidence comes from independence of measures of verbal working memory capacity and sentence comprehension when meta-linguistic task requirements are factored out (see Caplan & Waters, 1999, 2013 for reviews) and the existence of patients that have severely impaired verbal working memory capacity yet near normal sentence comprehension (Waters et al., 1991). In addition, modern models of working memory for sentence processing motivated by psycholinguistic research consist of a content-addressable memory retrieval system operating over syntactic representations in long-term memory (McElree et al., 2003; Lewis & Vasishth, 2005; Caplan & Waters, 2013) (Fig. 3). Given that the representations and retrieval operations in such a system are syntactic, these systems are by definition domain-specific, yet rely on domain-general organizational principles (Anderson & Lebiere, 2014; Anderson et al., 2004). These models have been successful in accounting for behavioral data from both patients and healthy subjects in psycholinguistic experiments (see Lewis et al. 2006 and Caplan & Waters, 2013 for reviews), have explained the existence of grammatical illusions, such as agreement attraction (Badecker & Kuminiak, 2007; Wagers et al., 2009), and provide insight into the nature of language deficits in agrammatic Broca’s aphasia (Matchin & Rogalsky, in review). Thus, a language-specific working memory system with a basic character as described in Lewis et al. (2006) is well-motivated across fields.

A key component of this retrieval approach to working memory concerns the syntactic representations that are stored in long-term memory. Most computational models of sentence comprehension include stored structural representations of some form (Vosse & Kempen, 2000; Lewis & Vasishth, 2005; Demberg et al., 2013; Hale, 2001), whether conceived of as lexicalized syntactic trees or phrase structure rules. The upshot is that syntactic representations are valid targets of top-down activation in the same sense that phonological units or visual objects are, creating a parallelism among these domains with respect to working memory (Momma & Phillips, 2018).

I posit that the pTri and the posterior superior temporal sulcus (pSTS) jointly underlie this syntactic working memory system. In neuroimaging studies, the pTri and the pSTS have a tightly coupled response profile (Pallier et al., 2011; Matchin et al., 2017; Wilson et al., 2010; Nelson et al., 2017; see Meyer & Friederici, 2016 for a meta-analysis of embedding and non-canonical word order revealing these two regions), and degeneration of these regions is associated with syntactic deficits (Wilson et al., 2012). Given that posterior temporal lesions are strongly associated with sentence comprehension deficits (Dronkers et al., 2004; Pillay et al., 2017) and deficits in judging the structural well-formedness of sentences (Wilson & Saygin, 2004), the pSTS likely underlies the storage of syntactic representations in long-term memory, whereas the pTri underlies the top-down retrieval of these representations. During sentence comprehension, overt speech, text or manual

---

**Fig. 3** Content-addressable retrieval model of syntactic working memory (adapted with permission from Lewis et al., 2006). Linguistic representations consist of “chunks” containing syntactic features that serve as targets for a parallel content-addressable memory system that makes use of the same set of syntactic features.
sign activates syntactic representations in the pSTS, allowing for basic sentence comprehension. However, when information previously encountered must be retrieved (e.g., recovering the antecedent of an anaphor, subject-verb agreement), top-down memory retrieval access is performed via the pTri to re-activate the appropriate syntactic representation in the pSTS. Top-down memory access may also be useful for making predictions of upcoming material, which would be useful in sentence comprehension during difficult processing conditions. In support of this, patients with LIFG lesions including the pTri and surrounding regions (but excluding damage to temporal areas) showed a delayed ERP signature associated with subject-verb agreement violations (Jakuszeit et al., 2013), suggesting that they were unable to take advantage of predictive preactivation of the appropriate syntactic representation.

The pTri is localized in-between the pOrb and pOper, indicating that a common top-down memory retrieval function may be shared among these regions. This function can be thought of as an attentional mechanism, producing sustained activation for representations stored in long-term memory, as has been proposed for spatial vision (Awh & Jonides, 2001). The pOrb has been strongly linked to semantic retrieval (see Badre & Wagner, 2007 for a review), which can be thought of as a semantic attentional system, producing sustained activity of semantic representations in the temporal and parietal lobe. I review the relation between the pOper and verbal working memory, suggesting a similar role for this region in top-down activation of phonological representations. The pOper is strongly linked to phonological processing, particularly speech production (Hickok & Poeppel, 2007; Rauschecker & Scott, 2009; Tourville & Guenther, 2011). Evidence for the involvement of the pOper in phonological processing comes from neuromaging studies showing activation for subvocal speech production (Matchin et al., 2014; Okada et al., 2017), particularly for complex speech sequences (Bohland & Guenther, 2006). In addition, this area shows sustained activity when verbal material is rehearsed (Hickok et al., 2003; Buchsbaum et al., 2011), supporting a role for this region in phonological working memory. I suggest that this role in working memory derives from a top-down attention mechanism applied to phonological representations stored in secondary auditory cortex. Experiments of subvocal speech production in magnetoencephalography (MEG) and fMRI have shown activity in secondary auditory cortex, suggesting that phonological representations are activated in absence of direct sensory input during production (Tian & Poeppel, 2010; Okada et al., 2017). In addition, an ECoG experiment by Flinker et al. (2015) showed that activity in Broca’s area (on the border of pTri and pOper) modulated activity in the superior temporal lobe during speech a production task. Interestingly, Broca’s area did not activate directly during speech articulation, suggesting a role for higher-level planning of speech, which is consistent with a role in top-down activation of phonological representations in sensory cortex. This mechanism would be useful for both speech production (prediction of sensory targets for speech production) and sentence comprehension, i.e., verbal working memory (e.g., retrieval of previously heard speech for syntactic reanalysis, Kush et al., 2015). Therefore, there is good evidence to indicate a parallelism of top-down retrieval or attention mechanisms for semantic (pOrb), syntactic (roughly pTri), and phonological (pOper) representations and that all three are involved in sentence comprehension, although their contributions are distinct. While the computations are in parallel in each region, there may be a hierarchical organization among them, given that the relevant phonological representations may operate at a lower level of representation than syntax, and syntax a lower level than semantics.

I have argued here that the LIFG is partitioned into three distinct systems operating over phonological, syntactic, and semantic information. This proposal bears some similarity to Hagoort (2005, 2013), who suggested the same tripartite division with respect to basic compositional operations called unification (Jackendoff, 2002). I believe that the present proposal better accounts for the wide range of empirical data across fields, particularly because damage to this region does not impair basic sentence processing, as would be expected for a brain area involved in unification. In addition, this account connects well with the conclusions and explicit models from other fields, notably psycholinguistics of sentence processing (Lewis et al., 2006; Caplan & Waters, 2013) as well as motor control (Hickok et al., 2011; Tourville & Guenther, 2011; Tian & Poeppel, 2010), facilitating inferences and scientific development across fields. Regardless, both the Hagoort (2005, 2013) and the present account must consider why this tripartite organization exists; that is, why is there such a parallelism of function across three adjacent subregions of the LIFG? I address this question in the following section, suggesting that the pTri acquired its specificity for syntactic representations through a process of neuronal retuning.

Neuronal retuning

The term neuronal retuning is used here to encompass two related notions: (i) phylogenetic or evolutionary repurposing (Jacob, 1977), called exaptation (Gould & Vrba, 1982), and (ii) ontogenetic or developmental repurposing, called neuronal recycling (Dehaene & Cohen, 2007). Assume that semantic and phonological retrieval are functions that are precursors to human language. With respect to the pTri, the function of top-down memory retrieval was “borrowed” from neighboring neural territory, the pOper (phonological) and the pOrb (semantic), and applied to a novel domain, namely syntactic features (as in Lewis et al., 2006). This borrowing could have
occurred during evolution (exaptation), that is, a mutation occurred that exapted the retrieval function in pOper/pOrb to syntax, meaning that the syntactic specificity of the pTri is innate. The borrowing also could have occurred during development (neuronal recycling), meaning that this specificity is not innate but emerges while the organism is developing. This could have possibly occurred via the connections between the pTri and the pSTS, a region that appears central to language. There are reasons to suspect that the pTri is a case of neuronal recycling rather than exaptation. I review the example of the visual word form area (VWFA), a brain region that is specialized for reading (Dehaene & Cohen, 2011). This region is an illustrative case of neuronal recycling given the very evolutionarily recent emergence of reading/writing in humans ~5,000 years ago (Schmandt-Besserat, 1996). I then outline a neuronal recycling proposal with respect to the pTri and the empirical motivation underlying it.

The VWFA: a product of neuronal recycling

The VWFA demonstrates unequivocally that a remarkable degree of functional specificity to brain areas can emerge from the environmental experience of an organism. The importance of experience does not imply that the function of cortical areas is equipotential and driven purely by environmental inputs; the example of the VWFA clearly illustrates that the computational role and functional specificity of brain areas arises as an interaction of experience and innate functional properties.

Dehaene and colleagues have revealed the orthography-specificity of the VWFA through a series of neuroimaging experiments (Dehaene et al., 2010; Cohen et al., 2000). Such experiments have found that the VWFA responds selectively to orthographic forms over visually similar nonorthographic stimuli, and the extent of response-specificity correlates with literacy, or extent of developmental exposure to written language (Fig. 4), suggesting that this response-specificity is driven by developmental exposure to reading and writing. The VWFA occupies the end of a posterior-anterior gradient in the ventral stream along which the specificity of responses increases from equal preference to letters and nonletter control stimuli to selective preference for word-like forms (Vinckier et al., 2007).

The location and organization of hierarchical responses of the VWFA in the left hemisphere in the lateral occipito-temporal sulcus is highly reproducible across subjects, languages, and experimental paradigms (Dehaene & Cohen, 2011).

![The VWFA and orthography activation-selectivity correlation with literacy](image)

Fig. 4 The VWFA and orthography activation-selectivity correlation with literacy (adapted with permission from Dehaene & Cohen, 2011). The VWFA activates as a function of exposure to written stimuli. (a) The magnitude of activation in the VWFA to written sentences increases as a function of literacy. (b) The VWFA activates to letter strings and (c) does not show increasing activation as a function of literacy for nonorthographic stimuli but does show this pattern for orthography.
The case for a neuronal recycling account of language-specificity in pTri

The orthography-selectivity of the VWFA must be a product of neuronal recycling because of the recent emergence and cultural variation of writing systems. Conversely, the sentence-selectivity of the pTri might be; there certainly is no hard conceptual constraint as in the case of the VWFA. Despite this, developmental neuroimaging data provide some evidence in favor of a neuronal recycling account. Neuroimaging studies of speech perception in infants show activation in the classic perisylvian language areas, including posterior temporal and inferior frontal brain regions (see Dehaene-Lambertz 2017 for a review). These results suggest that both regions are involved in language early in development. In addition, anatomical studies comparing humans to nonhuman primates have revealed human-unique morphology of this system. Leroy et al. (2015) showed a unique left-right asymmetry of the superior temporal sulcus in humans compared with nonhuman primates. In addition, diffusion tensor imaging (DTI) studies have shown greatly expanded white matter tracks connecting the posterior temporal lobe to the IFG, namely, the arcuate fasciculus (AF) (Rilling et al., 2008). These data suggest that a pSTS-pTri circuit may underlie the core of human language in the brain. However, it appears that while the unique morphology of the STS is present in 3-month-old infants (Glase et al., 2011), the AF is not mature until later in development. DTI studies comparing adults to infants have shown that the AF is relatively immature in children compared to other pathways (Dubois et al., 2006, 2008). Additionally, one study showed that there are white matter pathways connecting the posterior temporal lobe to the premotor cortex in both infants and adults but that the AF pathway connecting the posterior temporal lobe to Broca’s area proper was not present in infants (Perani et al., 2011). This suggests that the sentence-specificity of the pTri may track with the development of white matter connecting it with the pSTS. In addition, the relative strength of language-related white matter tracks varies across languages: German speakers have a stronger AF, whereas English speakers have stronger white matter tracks running along the temporal lobe (Goucha et al., 2015). The freer word order of German and presence of much richer overt morphology may place greater demand on syntactic working memory resources greater than in English. This suggests that the functional-anatomical properties of the syntactic working memory system may depend on developmental experience.

These data are roughly consistent with the neuronal recycling account; however, additional data and specific details regarding how exactly this development occurs are needed in future research to better support this hypothesis. One way to test the neuronal recycling hypothesis would be to correlate behavioral measures of facility in sentence
comprehension with extent of sentence-specificity in pTri and/or the strength of white matter tracks connecting this region to the temporal lobe. Significant positive correlation among these measures would indicate that specificity tracks with experience, as shown for the VWFA (Dehaene et al., 2010). Additionally, the degree of sentence-specificity should change through the course of development; indices of degree of sentence-specificity could be developed and tested.

Fedorenko (2014) also has proposed a neuronal recycling account of sentence-specificity in Broca’s area. However, Fedorenko suggests that the spatial segregation of the domain-specific and domain-general activations found in Broca’s area implies that “the computations they perform are likely to be different given their different response profiles” [pg. 5, emphasis mine]. This is a misreading of neuronal recycling; by definition, neuronal recycling posits a relation between the precursor and novel functions (Dehaene & Cohen, 2007). This requires specifying this shared function or property. In the case of the VWFA, the same computation (hierarchical perception) underlies both the old and new capacities, with the difference being the nature of the representations operated over (words vs. faces or objects). Another striking example of this is the study of neural plasticity in deaf cats by Lomber and colleagues (Lomber et al., 2010). This study showed that deaf cats show functional enhancement for motion detection and object localization that was eliminated when particular areas of auditory cortex were temporarily deactivated. This plasticity was functionally constrained; the relevant auditory areas that provided perceptual enhancement for visual motion detection and localization are normally involved in auditory motion detection and localization in hearing cats. In understanding the plasticity of these regions in deaf cats, it is essential to understand the function that this region performs in hearing cats and its relation to the new function in the deaf cats. In this light, the computations of adjacent subregions of Broca’s area (pOper, pTri, pOrb) are quite possibly the same despite their differences in input-selectivity. This is why I argue that top-down memory retrieval operations, specialized for syntactic representations, are the mechanisms that underlie sentence-specificity in pTri, rather than an independent core linguistic function.

Whether the sentence-specificity in pTri occurs due to neuronal recycling or exaptation, taking the neuronal retuning idea seriously leaves many important things unknown about the relation between language and brain, particularly how hierarchical syntax structure building is realized in neural networks. That is, if the neuronal retuning view is correct, and the pTri is the locus of working memory resources rather than structure building operations, new ideas must be explored about the neural localization of syntax. Whether this specific retuning hypothesis is correct, the argument against syntax in Broca’s area is supported by the robust data concerning intact syntactic abilities in patients with damage to this region. This raises the natural (and important) question: what brain area does underlie core linguistic computations? There are three possible answers to this question.

First, several previous authors have argued that the anterior temporal lobe (ATL) may be involved in syntax because of its reliable increased response to linguistic structure (Mazoyer et al., 1993; Humphries et al., 2005; Rogalsky & Hickok, 2009; Brennan et al., 2012). However, damage to this region does not impair sentence comprehension and syntactic abilities but rather semantic ones (Hodges et al., 1992; Wilson et al., 2014; Mesulam et al., 2015; Schwartz et al., 2009; Jefferies & Lambon Ralph, 2006). It may be the case that this region’s function is involved in conceptual-semantic combination rather than basic syntax, as is consistent with MEG studies showing effects of combinatory semantics in the ATL (Bemis & Pylkkänen, 2011; Pylkkänen et al., 2014) but not certain syntactic combinations (Del Prato & Pylkkänen, 2014).

Second, the PTL, particularly the pSTS, also is a candidate for the cortical locus of syntactic operations. As discussed, damage to this region is highly associated with sentence-level deficits (Dronkers et al., 2004; Wilson et al., 2010; Pillay et al., 2017; Wilson & Saygin, 2004). The anatomical studies reviewed above indicate that both the morphology of the STS (Leroy et al., 2015) and the connectivity of frontal regions to the posterior temporal lobe (Rilling et al., 2008) are human-specific; given that language is a human-specific trait, these data point to the pSTS for core linguistic computations. However, by contrast with the ATL, the pSTS does not always activate for linguistic structure (Humphries et al., 2006; Rogalsky & Hickok, 2009; see Matchin et al., 2017 for discussion), raising questions about this interpretation; pinning down the possible role for syntactic operations in the pSTS should be an important goal of future research in this area.

Finally, there may simply not be a “syntax area” in the brain. Syntactic computations might correspond to some other level of neural granularity (see Poeppel & Embick; 2005; Embick & Poeppel, 2015 for in-depth discussion of this issue). For example, some authors have proposed that cortical oscillations might underlie syntactic computations (Ding et al., 2016; Boeckx & Benítez-Burraco, 2014). One can certainly imagine other alternative neural codes for core linguistic computations. These should be explored as candidates for basic syntactic mechanisms, particularly if the evidence does not support a role for syntax in the chief candidates of the pTri, the ATL and the pSTS.

Conclusions

Sentence-selective activation in the pars triangularis of Broca’s area does not indicate core linguistic computations
but rather reflects retuning of phonological and/or semantic working memory resources in the pars opercularis and the pars orbitalis for syntactic representations. This proposal connects research among disparate fields (psycholinguistics, aphasia, neuroimaging, motor control) and provides avenues for further exploration of how language is organized in the brain. The proposal that working memory resources specialized for language emerge in development is consonant with the goals of the Minimalist Program (Chomsky, 1995, 2005): namely, to reduce innate language-specific machinery to a minimum, and to illustrate how the adult capacity for language emerges from the interaction of this minimal language-specific machinery and domain-general mechanisms. If the present proposal is correct, a major remaining question is how syntactic representations emerge in the posterior temporal lobe, and how they are combined to create novel expressions. Sentence-selective activations in neuroimaging studies are certainly helpful in understanding the nature of the brain circuits involved in core aspects of language, but restricting the search to these areas may preclude the investigation into brain areas that are involved in syntactic operations but may not show a sentence-selective response. Conversely, understanding the general computational properties of neural circuits in disparate cognitive domains may prove useful for identifying the circuits relevant for language.
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