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“Researcher degrees of freedom” for treatment effect estimation

General (3) Regression Discontinuity Design (9)
Dependent variable/outcome.  Dependent variable/outcome.
Treatment. Treatment.

Pre-treatment covariates.

Pre-treatment covariates.

Forcing variable.

Kernel.

Bandwidth.

Bandwidth method.

Data subset (based on forcing variable).
Type of model.




Too many researcher degrees of freedom — more false positive

results

False-Positive Psychology: Undisclosed Flexibility in Data Collection and Analysis
Allows Presenting Anything as Significant

Joseph P. Simmons, Leif D. Nelson, Uri Simonsohn

First Published October 17, 2011 Research Article = Find in PubMed ) Gheck for updates
https://doi.org/10.1177/0956797611417632

Article information v [epeie 1275 0

Abstract
In this article, we accomplish two things. First, we show that despite empirical psychologists’ nominal
endorsement of a low rate of false-positive findings (< .05), flexibility in data collection, analysis, and
reporting dramatically increases actual false-positive rates. In many cases, a researcher is more likely to
falsely find evidence that an effect exists than to correctly find evidence that it does not. We present
computer simulations and a pair of actual experiments that demonstrate how unacceptably easy it is to
accumulate (and report) statistically significant evidence for a false hypothesis. Second, we suggest a
simple, low-cost, and straightforwardly effective disclosure-based solution to this problem. The solution
involves six concrete requirements for authors and four guidelines for reviewers, all of which impose a
minimal burden on the publication process.



Also...most RDD treatment effects are underpowered...

Journal (Year),Author(s) Title DV Forcing Covariate Types Lowest
APSR (2009) Eggers and “MPs for Sale? Returns Logged Vote  share Candidate/official level 165
Hainmueller to Office in Postwar British  wealth at  margin traits
Politics” death
APSR (2014), Ferwerda and ~ “Political devolution and re-  attacks commune mean elevation, train sta- 15
Miller sistance to foreign rule: A distance from tion distance, communica-
natural experiment” demarcation tions available, farmed area,
line ruggedness of the landscape,
population
APSR. (2015), Hall “What happens when ex- party victory  Vote share  Congress fixed effects 35
tremists win primaries?” margin
APSR (2018), Szakonyi “Businesspeople in elected Revenue and vote share sector, region, year fixed ef- 136
office:  Identifying private profit marging margin fects, candidate level covari-
benefits from firm-level re- ates
turns”
AJPS (2011), Boas and Hi- “Controlling the airwaves: radio station vote share municipal population 33
dalgo Incumbency advantage and coverage margin
community radio in Brazil”
JOP (2014), Boas, Hidalgo, “The spoils of victory: cam- total con-  vote share firm level fixed effects 45
and Richardson paign donations and govern-  tracts margin

ment contracts in Brazil”

Table 1

Covariate types chosen for

RDD estimation in top political science journals.



w/ similar data

...and many different types of pre-treatment covariates are used

Journal (Year),Author(s) Title DV Forcing Covariate Types Lowest
N
APSR (2009) Eggers and “MPs for Sale? Returns Logged Vote share Candidate/official level 165
Hainmueller to Office in Postwar British  wealth at  margin traits
Politics™ death
APSR (2014), Ferwerda and ~ “Political devolution and re-  attacks commune mean elevation, train sta- 15
Miller sistance to foreign rule: A distance from tion distance, communica-
natural experiment” demarcation tions available, farmed area,
line ruggedness of the landscape,
population
APSR (2015), Hall “What happens when ex- party vietory  Vote share Congress fixed effects 35
tremists win primaries?” margin
APSR (2018), Szakonyi “Businesspeople in elected Revenue and vote share sector, region, year fixed ef- 136
office: Identifying private profit margins margin fects, candidate level covari-
benefits from firm-level re- ates
turns”
AJPS (2011), Boas and Hi- “Controlling the airwaves: radio station vote  share municipal population 33
dalgo Incumbency advantage and coverage margin
community radio in Brazil”
JOP (2014), Boas, Hidalgo, “The spoils of victory: cam- total ~ con- vote  share firm level fixed effects 45
and Richardson paign donations and govern-  tracts margin

ment contracts in Brazil”

Table 1

Covariate types chosen for

RDD estimation in top political science journals.



Combination leads to unstable treatment effects

- Bandwidth.

- Covariates included.



A Simulated Example

N =100 simulated election forcing variable F ~ Unif(—0.5, —0.5), two
covariates, weakly correlated w/ F, r = 0.02.

YZO&+7‘D+ﬁ1F+ﬁ2F2+ﬁ3X1+/34X2+6

Quantity No Covariates Two Covariates
Tect 0.036 0.091
h 0.074 0.063
p-value  0.414 0.109



Real example from Szakonyi (2018) APSR

Replication of “Political Connections and Firm Profitability” in
Szakonyi (2018) with Adaptive LASSO Adjusted Treatment Effects.

Original Adaptive  Original Adaptive  Adaptive
(APSR) 5% (APSR) 5% CCT Robust
District Win ~ 0.146*** 0.102* 0.198** 0.097** 0.140%**
(0.065) (0.060) (0.090) (0.038) (0.052)
Bandwidth  0.113 0.120 0.050 0.050 0.120
Covariates Dropped  * 4 * 2 4
Firm and Cand  Full Select Full Select Select
Covariates
Region,Sector  Full Full No No No
Year FE

Observations 481 520 201 201 520




Omitting all covariates is not a good solution

Covariates increase precision of treatment effect estimates. [2]
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Work on covariate adjusted treatment effects w/ regularization

provides a way forward

- Bloniarz et. al (2016) “Lasso adjustments of treatment effect
estimates in randomized experiments”

- Wager et al. (2016) “High-dimensional regression adjustments in
randomized experiments.”

- LASSO adjustment of treatment effects as a principled means of
including covariates in experimental research.

- Argue for LASSO pre-processing + OLS.



Solution: incorporate LASSO into RDD treatment effect estima-

tion process

- Get benefits of including covariates while minimizing costs:

- Algorithmic selection of final covariates — reduced “researcher
degrees of freedom”.

- LASSO covariate selection increases LATE precision via MSE
minimization.



RDD estimation algorithm w/ adaptive LASSO.

Step 1

Step 2

Step 3

Step 4

Researcher pre-treatment
covariate selection

Adaptive lasso regularization

Covariate adjustment

CCT robust estimation
of final model

Covariates selected by the researcher
on the basis of substantive concerns.

Model from Step 1 estimated using weighted adaptive LASSO (Zou 2006)

Covariates, higher-order terms whose coefficients are
shrunk to 0 are excluded from the final model.

Weights designed s.t. treatment effect, forcing variable
& variables in kernel are
NOT penalized.

The modified model from Step 3 is estimated
via the CCT robust procedure

[1].
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Remainder of talk

(1) Briefly discuss each stage of the estimation process.

(2) Applied example using replication of close election RDD
(Szakonyi 2018, APSR).

(3) Simulation results: bias, % coverage, MSE.



Background: treatment effect estimation for RDDs w/ covariates

Local average treatment effect (LATE) estimate in potential outcomes
framework:

LATE = 7 = lim E[Y()IF; = £+ ] = lim ELY(O)F; = £ —

- Y(1);: Outcome of treated unit .
- Y(0);: Outcome of control unit /.

- F;: Forcing variable.
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Background: local linear regression estimation of LATE w/ co-

variates

Vi=Bo+ 2T +6(F - T;) + XB

- T;: Treatment dummy s.t. I(T; > 0).
- X(: Pre-treatment covariates.
- F;: Forcing variable.

* Inclusion of covariates increases precision (Calonico, Cattaneo,
Farrell & Titunik, 2019).



Principled RDD estimation
algorithm




Step 1: Researcher pre-treatment covariate selection

Yi=a+7Ti+9F+6(F-T)+XB+€
Considerations:
- Availability of pre-treatment covariates eg) fixed effects,
demographics, etc.
- Are they likely predictive of the outcome?

- Sample size.



Step 2: Adaptive LASSO regularization

X CX
Choose an X°* that minimizes the mean squared error (MSE)

N
argm@;ng (Yi = [a+ 7T +4F + 8(F - Ti) + X°*])

=1

© = (7,7,6,8)
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Ordinary L, LASSO regularization

N p
argm@inZ[Y;— (a + 7T+ 7F; + 8(F; - T)) + XB)) + A [Zﬂj]

=1 =3

- X tuned via automated 10-fold cross validation.
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Adaptive L; LASSO regularization

- Ordinary LASSO inconsistently selects models.

- Adaptive LASSO has oracle properties (correct, consistent model
selection) (Zou, 2006).

- Easy to incorporate 0 penalty weights for RDD.

21



Adaptive L; LASSO regularization

N p
argm@inZ[Yi — (@ + 7T +F +8(F - T) + XB)I + A [ijﬂj]

=1 j=3

_ 1
18|

L)

- XA and v tuned via automated 10-fold cross validation process.

22



Step 3: Automated model selection

- Choose “final” model with covariates by excluding those shrunk
to zero by the adaptive LASSO.

X° C X is the truncated set of covariates selected out by the adaptive
lasso described above.

E(Yi[Ti, Fi,X°) = o+ 7Tj + vFi + 6(Fi - T;) + X°8
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Step 3: Automated model selection - bandwidth selection

- When optimal bandwidth is used — automated model selection
before selecting optimal bandwidth.

- Optimal bandwidth algorithms (e.g. Imbens-Kalyanaraman) use
model MSE as bandwidth selection criteria.

- When fixed bandwidth is used (e.g. 5% guideline) - automated
model selection after bandwidth selection.
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Step 4: Regularized CCT Robust Estimation

- Doubly robust estimation combining regularized model with
Calonico, Cattaneo, Titiunik (CCT) robust estimation.

25



Applied example using
replication of close election RDD
(Szakonyi 2018, APSR)



Empirical Illustration: Do Firms Profit from Having Elected Board

Members?

- Szakonyi (2018) uses close election RDD to explore whether
office-holding affects profits of firms whose board members
held political office in Russia.

- Results replicated using adaptive LASSO process.

26



Finds evidence of big returns to office...

)

0.0+

Change in Profit Margin

0.10 0.05 0.00 0.05 (AL
Margin of Victory
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General form of RDD LLR estimated by Szakonyi (2018)

Firm Profits = a + #(District Win) + yVote Margin
+ §(District Win x Vote Margin) + X3
+Y;+ Sj +R;

- Treatment: District win.
- Forcing variable: Vote margin.

- Covariates: X, Y, S, R: candidate covariates, state, region and
district fixed effects.

28



Replication of “Political Connections and Firm Profitability” in
Szakonyi (2018) with Adaptive LASSO Adjusted Treatment Ef-

fects.

Original Adaptive  Original Adaptive  Adaptive
(APSR) 5% (APSR) 5% CCT Robust
District Win ~ 0.146*** 0.102* 0.198** 0.097** 0.140%**
(0.065) (0.060) (0.090) (0.038) (0.052)
Bandwidth  0.113 0.120 0.050 0.050 0.120
Covariates Dropped  * 4 * 2 4
Firm and Cand  Full Select Full Select Select
Covariates
Region,Sector  Full Full No No No
Year FE

Observations 481 520 201 201 520
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Simulation results




- Realistic simulations using parameters from election and profit
data from Szakonyi (2018).

- True simulated treatment effect set to a known value 7gpp.

- 2,000 simulated data sets w/ the same covariance structure and
mean of the original dataset.
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Simulations: models estimated

For each simulation s =1,...,2000. The true model is:

Ys = 0.3(District Wins) + v(Margins) + é(District Wins x Margins) + ns

The estimated model with covariates is:

Ys = a® + #3pp(District Wins) 4+ y*Margin +
§°(District Wing x Margin,) + X°3° + €
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Results: treatment effect point estimates

density

Type

Adaplive
Conventional

1

o i 2
Simulated Treatment Effect Coefficients

Distribution of simulated treatment effects 73, for adaptive lasso adjusted treatment
effects and conventional treatment effects across 2,000 simulated data sets with
variable bandwidth select. The true 7zpp = 0.30 is denoted by the black dotted line.
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coverage (N = 500)

Variable Bandwidth*

Adaptive  Conventional Difference (Adaptive - Conventional)
Trpp Bias 0274 0.397 - 0.123***
% Coverage 0944 0.699 +0.245%**
Trpp EStimate  0.308 0.308 =
Bandwidth  0.38 0.292 +0.088***

Fixed Bandwidth™

Adaptive  Conventional Difference (Adaptive - Conventional)
TRDD Bias 0.375 0.375 - 0.001
% Coverage 0931 0.796 +0.135%**
Trop Estimate  0.300 0.300 -0.001
Bandwidth  0.200 0.200 -
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Treatment Effect % Coverage by Sample Size

0.95

4
©
S

— Adaptive RDD
-+ Standard RDD

Treatment Effect % Coverage (Mean)
& @
o (3,1

0.75

100 200 30
Number of Observations

34



Treatment Effect Bias by Sample Size

1.25

1.00

— Adaptive RDD
-+ Standard RDD

0.75

Treatment Effect Bias (Average)

0.50

100 200 300 400
Number of Observations
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Conclusions

- Including covariates increases precision of LATE for RDDs but
can be problematic for under-powered/low N estimation.

- Adaptive LASSO regularization with CCT robust estimation,
provides a doubly robust means of gaining precision from
covariates while reducing researcher degrees of freedom.
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Simulations: details

He ~ N (. T)

- =: matrix which contains the set of covariates plus the vote
margin in Szakonyi (2018).

- DGP of = is MVN distribution w/ pu = (1, po, -+, pip) &
covariance matrix X estimated from data.

- 2000 datasets estimated from this data generating process.
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