Mining smart card data for transit riders’ travel patterns
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A B S T R A C T

To mitigate the congestion caused by the ever increasing number of privately owned automobiles, public transit is highly promoted by transportation agencies worldwide. A better understanding of travel patterns and regularity at the “magnitude” level will enable transit authorities to evaluate the services they offer, adjust marketing strategies, retain loyal customers and improve overall transit performance. However, it is fairly challenging to identify travel patterns for individual transit riders in a large dataset. This paper proposes an efficient and effective data-mining procedure that models the travel patterns of transit riders in Beijing, China. Transit riders’ trip chains are identified based on the temporal and spatial characteristics of their smart card transaction data. The Density-based Spatial Clustering of Applications with Noise (DBSCAN) algorithm then analyzes the identified trip chains to detect transit riders’ historical travel patterns and the K-Means++ clustering algorithm and the rough-set theory are jointly applied to cluster and classify travel pattern regularities. The performance of the rough-set-based algorithm is compared with those of other prevailing classification algorithms. The results indicate that the proposed rough-set-based algorithm outperforms other commonly used data-mining algorithms in terms of accuracy and efficiency.

Published by Elsevier Ltd.

1. Introduction

Approximately 76% of those living in the United States chose privately owned vehicles for their commute to work in 2000 (ICF Consulting, 2003) and data collected for the 2009 American Community Survey indicate that 79.5% drive alone when commuting (McKenzie and Rapino, 2011). This pattern is now becoming apparent in developing countries such as China, where many rely on privately owned vehicles to commute. In 2010, for example, more than 34% of Beijing residents chose cars as their primary travel mode while only 28.2% chose transit (Beijing Transportation Research Center, 2011).

Public transit has long been considered to provide an effective way to reduce congestion, air pollution, and energy consumption (Federal Highway Administration, 2002). To improve transit services and encourage more people to use public transit, transit agencies have been striving to identify the key factors that attract transit riders through studying their travel patterns. With a better understanding of the travel patterns of transit riders, transit authorities will be able to evaluate their current services to reveal how best to adjust their marketing strategies to encourage higher usage (Boyle et al., 2000). For example, knowing why some riders are especially loyal to transit can help transit agencies to determine where and when they should provide discounts to retain these loyal transit riders and potentially attract new riders (Trépanier et al., 2012). Based on identified travel patterns and transit usage regularities, transit authorities are able to evaluate the most
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cost-effective fare packages for transit riders, understand how transit riders' behaviors are likely to change in response to a new fare structure, and thus select a fare policy that achieves the optimum balance between enhancing the attractiveness of the transit system and maximizing fare revenue (Taylor and Jones, 2012).

Transit planners and researches can also utilize individual travel-behavior data for activity-based trip modeling and transit travel demand analyses. For public agencies, information on the travel patterns for individual transit riders can also be utilized to quantify the effectiveness of transit-oriented development (TOD) (Dill, 2008). In particular, personal travel behavior data can reveal how TOD residents change their daily commuting behaviors and how transit use varies spatially and temporally. However, acquiring individual transit travel pattern is challenging (Tirachini, 2012). Traditional transit travel pattern analysis largely relies on rider satisfaction surveys or travel diaries (Chu and Chapleau, 2010), which is very costly and difficult to implement at a multiday level due to the low response rate and accuracy. The use of smart card data to track passengers' long term travel activities and patterns, such as the number of typical daily trip chains, common boarding/alighting stops and trip start/end times, offers a far more convenient and efficient data source. Smart card data records both temporal and spatial information for each rider, making it feasible to conduct individual travel pattern analysis through longitudinal analyses (Chu, 2010).

Most previous smart-card-based research into transit traveler behaviors has focused on transfer point estimation and on origin and destination inference (Munizaga and Palma, 2012). Pelletier et al. (2011) reviewed previous smart card data studies, concluding that modeling individual based trip behavior is a potentially very challenging topic. Kitamura et al. (2006) and Morency et al. (2006, 2007) utilized multiple day smart card data to analyze transit riders' travel variability and pointed out that developing a better understanding of travel variability can help reduce operational costs and manage demand. Several studies (Bagchi and White, 2004, 2005) have shown that transit agencies can encourage customer loyalty based on multiday smart card data. Utsunomiya et al. (2006) used smart card data from the Chicago Transit Authority (CTA) to extract passengers' transit usage and access distance, reporting that transit usage data can provide useful information for transit planning and market research. Webb (2010) emphasized the importance of building loyalty and developed several measures (including satisfaction and quality of service) to quantify transit loyalty, although these findings were based on data gathered using a traditional customer satisfaction survey. Lee and Hickman (2011) defined regular transit users as those making two or more trips during typical weekdays, and found that travel patterns varied by card type.

Most of the aforementioned research based on smart card data extracted travel behavior information macroscopically rather than by analyzing individual transit riders' travel patterns. Chu and Chapleau (2010) applied the association rule and clustering algorithms to measure transit riders' regularity, and conducted an individual travel behavior analysis using both temporal and spatial methods. However, their analysis was based on high quality data with complete information and their method was not optimized for a large dataset. In reality, most transit agencies have adopted a comprehensive procedure to store smart card data, providing strict authorization and security mechanisms to protect the personal information generated from smart card data (Dinant and Keuleers, 2004). Sensitive content such as passenger age, name, boarding and alighting locations are intentionally truncated to address privacy concerns (Verykios et al., 2004), so efficient data mining approaches are needed to infer passenger travel behavior information from these incomplete smart card datasets.

Extracting transit riders' travel patterns from smart card data can be particularly challenging because the Automatic Fare Collection (AFC) system was not originally designed to support transit planning and transit performance measures (Pelletier et al., 2011). As a result, the smart card data collected by the AFC system lacks certain trip related information that affects data processing performance. To deal with this data issue, this paper proposes a robust and comprehensive data-mining procedure to extract individual transit riders' travel patterns and regularity from a large dataset with incomplete information. Specifically, two major issues are examined in this study. First, the spatial and temporal travel patterns for a particular transit rider are investigated. Here, “spatial travel pattern” means that the transit rider repeatedly visits the same or adjacent places on a multi-day basis and “temporal travel pattern” means the transit rider starts (and/or finishes) his/her daily trip during the same time period. Then we move onto determine the “regularity” of a transit rider's travel pattern, which refers to “frequency of the similar trips for this transit rider”, and the frequency of the similar trips can be considered an effective measurement of travel regularity. The objectives of this study are to assist both transit agencies and transportation researchers by: (1) developing a novel data mining procedure to extract individual passengers' travel patterns and travel regularity; and (2) ensuring these data mining algorithms are capable of processing massive smart card datasets within a tolerable elapsed time.

The remainder of this paper is organized as follows. The data used in this study is first introduced, followed by an illustration of the temporal travel pattern distribution. The proposed methodology is then explained in the following order: (1) trip chain generation, (2) individual travel pattern recognition, (3) regularity level clustering, and (4) performance enhancement using the rough set theory, after which the performance of the proposed algorithm is compared with other commonly used data-mining algorithms. The paper concludes by summarizing the research findings and suggesting directions for future research.

2. Data description

Beijing Transit Incorporated began to issue smart cards in May 10, 2006, that could be used in both the Beijing bus and subway systems. Due to the highly discounted fares (up to 60% off) provided by the smart card, more than 90% of the city’s
transit riders paid for their trips with their smart cards in 2010 (Beijing Transportation Research Center, 2010). There are two types of AFC systems in Beijing: flat fares and distance-based fares. Transit riders pay a fixed rate for flat fare buses by tapping their smart cards on the card reader when entering; only check-in scans are necessary. For the distance-based AFC system, transit riders need to swipe their smart cards when checking-in and checking-out. Transit riders need to hold their smart cards near the card reader device to complete transactions when entering or exiting buses. However, due to a design flaw in the smart card scan system, the AFC system on flat fare buses does not save any boarding location information, although it does store information on boarding and alighting locations, but not boarding time, on distance-based fare buses. Key information stored in the database therefore includes smart card ID, route number, driver ID, transaction time, remaining balance, transaction amount, boarding stop (for distance-based fare buses only), and alighting stop (for distance-based fare buses only). Data on more than 16 million smart card transactions are generated every day, of which 52% are from flat-rate bus riders. These characteristics of the Beijing AFC system create additional challenges for those seeking to process the data and mine useful information from it. The AFC system used in Beijing is not a unique case; the same data challenges are commonly seen in many other Chinese cities, including Chongqing (Zhou et al., 2007), Nanning (Chen, 2009), and Kunming (Gao and Wu, 2011), etc. Internationally, the AFC system in São Paulo, Brazil (Farzin, 2008) also does not record the boarding location.

To demonstrate the temporal travel patterns and the pattern regularity for transit riders in Beijing, consider a typical travel week (in this case, the week of Monday July 5th to Friday July 9th, 2010). The transaction data from 3,845,444 smart cards was collected for that week, 58% of which (2,225,298 cards) contained two transactions for all five weekdays. Fig. 1 shows the temporal frequency distribution of the “transaction pair” of the first transaction time and the last transaction time of the smart cards with two transactions per day. As shown in the red cells of Fig. 1, most of the transit riders began their first trip between 6 AM and 10 AM, and ended their travel for the day between 4:00 PM and 8:00 PM. This is likely to represent a typical commuting trip chain, where a transit rider takes a bus or subway from his or her home to their place of work in the morning and then returns home in the evening. The temporal distribution shown in Fig. 1 implies that strong temporal travel patterns exist in the multiday smart card data. However, the regular spatial travel pattern for a specific card holder remains uncertain and will be explored in the analysis described below.

3. Methodology

The focus of this study is twofold: individual travel pattern recognition and travel regularity mining. A flow chart of the work performed for the study is illustrated in Fig. 2: (1) retrieve each passenger’s multi-day’s smart card transactions from the database; (2) generate this passenger’s trip chains utilizing their spatiotemporal relationships; (3) apply a series of data mining approaches to extract this passenger’s travel pattern and travel regularity based on the generated trip chains. To reduce the complexity involved in the regularity clustering algorithm, association rules were identified for the large-scale smart card data mining process.

3.1. Trip chain generation

Before the spatial and temporal patterns of individual transit riders can be examined, their trip chain information must be constructed. A trip chain is defined as a series of trips made by a traveler on a daily basis and is considered a useful way to demonstrate travelers’ behaviors (McGuckin and Nakamoto, 2004). For flat fare buses, transit riders swipe their smart cards only during boarding and the smart card reader is not able to record either their boarding location or when and where they alight. In order to estimate transit riders’ boarding stops, a Markov chain based Bayesian decision tree algorithm by (Ma et al., 2012) was therefore utilized to extract changes in the boarding volume with time between two consecutive transactions and apply this information, in conjunction with historical speed profiles retrieved from GPS data, to calculate the
probabilities for all potential boarding stops; the stop with the maximum probability was assumed to be the boarding stop. Based on this algorithm, more than 90% of the smart card data can be accurately assigned. For distance-based fare buses, although boarding times are not recorded by the smart card reader, other information such as each passenger’s boarding stop location, alighting stop location, and alighting time are known. Therefore, the missing boarding time can be approximately substituted by another passenger’s alighting time at the same stop.

A fixed temporal threshold was used in our study to link several smart card transaction records into a trip chain. Fixed temporal thresholds change depending on the type of transfer activity. For instance, if a passenger transfers from a distance-based fare bus to a flat fare bus, the alighting time in the previous trip and the boarding time in the current trip are known and the appropriate 30 min time interval recorded. However, if this passenger makes a transfer from a flat fare bus to a distance-based fare bus, the alighting time is not recorded when he/she exits from the flat fare bus so a 60 min time interval was utilized to differentiate various trips in this study to take into account both in-vehicle travel time and transfer time. The determination of transfer time intervals for different transfer activities was based on the 2010 Beijing 4th Comprehensive Transport Survey (Beijing Transportation Research Center, 2012), with the average transit transfer time and in-vehicle travel time being 25.4 min and 40 min, respectively. The same survey revealed that more than 94% of the transfer activities took less than 60 min, so if the transaction time difference between two consecutive smart card records was greater than 60 min, a new trip was generated; times less than this were taken to represent a transfer activity between two routes or two transportation modes (bus and subway) (Jang, 2010).

Table 1 shows linked trip chain examples extracted from the study data. Here, Chain ID is a unique identifier for each trip chain sorted in ascending order by the transaction time. For each Card ID, the first trip’s boarding time (First Boarding Time) and the last trip’s alighting time (Last Alighting Time) are associated with that Chain ID. Route Sequence refers to the routes the rider took and Stop ID Sequence refers to the boarding and alighting stop IDs for distance-based fare buses. As previously noted, only distance-based fare buses and subways record both boarding and alighting locations, but the subway AFC system also has no check-out smart card scan reader when transit riders transfer between different lines. Take Chain ID 46388399 as an example. The transit rider boarded the distance-based fare bus on Route 635 at Stop ID 99964, and alighted at Stop ID

<table>
<thead>
<tr>
<th>Chain ID</th>
<th>Card ID</th>
<th>Date</th>
<th>First boarding time</th>
<th>Last alighting time</th>
<th>Route sequence</th>
<th>Stop ID sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>46388399</td>
<td>1000751018309337</td>
<td>20100705</td>
<td>07:08:45</td>
<td>07:47:28</td>
<td>00635 → 10 → 13</td>
<td>99964,99966 → 50258,50167</td>
</tr>
<tr>
<td>46388400</td>
<td>1000751018309337</td>
<td>20100705</td>
<td>18:15:24</td>
<td>18:53:10</td>
<td>13 → 10 → 00635</td>
<td>50192,50245 → 100013,100015</td>
</tr>
<tr>
<td>46388401</td>
<td>1000751018309337</td>
<td>20100706</td>
<td>07:19:21</td>
<td>08:01:13</td>
<td>00350 → 10 → 13</td>
<td>91267,91269 → 50258,50167</td>
</tr>
<tr>
<td>46388402</td>
<td>1000751018309337</td>
<td>20100706</td>
<td>17:56:08</td>
<td>18:49:50</td>
<td>13 → 10 → 00635</td>
<td>50192,50245 → 100013,100015</td>
</tr>
<tr>
<td>46388403</td>
<td>1000751018309337</td>
<td>20100707</td>
<td>07:10:43</td>
<td>07:49:21</td>
<td>00635 → 10 → 13</td>
<td>99964,99966 → 50258,50167</td>
</tr>
<tr>
<td>46388404</td>
<td>1000751018309337</td>
<td>20100707</td>
<td>18:29:00</td>
<td>19:06:47</td>
<td>13 → 10 → 00350</td>
<td>50192,50245 → 91276,91278</td>
</tr>
<tr>
<td>46388405</td>
<td>1000751018309337</td>
<td>20100708</td>
<td>21:13:58</td>
<td>21:40:10</td>
<td>5 → 10</td>
<td>50125,50246</td>
</tr>
<tr>
<td>46388406</td>
<td>1000751018309337</td>
<td>20100709</td>
<td>07:16:24</td>
<td>08:03:46</td>
<td>00635 → 10 → 13</td>
<td>99964,99966 → 50258,50167</td>
</tr>
<tr>
<td>46388407</td>
<td>1000751018309337</td>
<td>20100709</td>
<td>17:25:00</td>
<td>18:11:59</td>
<td>13 → 10 → 00635</td>
<td>50192,50245 → 100013,100015</td>
</tr>
<tr>
<td>46388408</td>
<td>1000751018309337</td>
<td>20100709</td>
<td>18:30:31</td>
<td>NULL</td>
<td>NULL</td>
<td>NULL</td>
</tr>
</tbody>
</table>

Note: Subway routes are denoted as one or two digits.
99966. That individual then made a transfer to subway Line 5 at Stop ID 50258, finishing his or her journey by exiting subway Line 10 at Stop ID 50167. Due to the lack of alighting location information for flat fare buses, some of the trip chains suffer from missing alighting time and stop ID sequence information, e.g. Chain ID 46388408 in Table 1. However, this does not have a huge impact on the accuracy of the individual travel pattern recognition and regularity clustering algorithms since both algorithms are capable of handling both missing values and outliers.

3.2. Individual travel pattern recognition

Once the trip chain info has been constructed, the travel pattern for each transit rider is further investigated through clustering the trip chains. As shown by the example in Table 1, an individual transit rider is likely to show a certain travel pattern during a multi-day period. To retrieve these hidden and repeated travel patterns in an efficient manner, the density-based spatial clustering of application with noise (DBSCAN) algorithm was therefore adopted. Unlike most non-hierarchical clustering algorithms, the DBSCAN algorithm is not required to define the number of clusters (Ester et al., 1996) or identify arbitrarily shaped clusters because higher-density records are more likely to be grouped into a cluster. Two key parameters do, however, need to be defined in the DBSCAN algorithm: the $\varepsilon$ distance and the minimum number of points (MinPts). The $\varepsilon$ distance defines the density-reachable range; if a sample record falls within the $\varepsilon$ distance, then this record will be included into an existing cluster. MinPts limits the minimum number of records in each cluster; if the number of records in each final cluster is less than MinPts, then these records are marked as noise. If the records are close to each other (i.e. more dense), these records are more likely to be clustered by DBSCAN. An outlier is often distinct from other dense records, so DBSCAN is able to detect these outliers.

A transit rider may begin their repeated trips in both the spatial and temporal domains and transit riders’ recurring boarding/alighting locations and times are considered simultaneously for clustering. In our application, a minimum of three records are required to form a cluster, and the $\varepsilon$ distance is set to one. Spatially, if the frequent boarding (or alighting) stops along the recurring routes are adjacent to each other, these stops may be considered as an identical origin (or destination). Therefore, an additional algorithm was used to detect the spatial relationship between multiple routes and applied in the process of DBSCAN clustering, as follows:

Step 1: Randomly retrieve one record that is flagged as unvisited from the sorted trip chain database for an individual smart card. Flag this record as visited and form a cluster for this record.

Step 2: Check the boarding time difference between unvisited records and the last visited record. If the difference is greater than 1 h, repeat Step 1.

Step 3: Check the spatial relationship between unvisited records and the last visited record. If a spatial relationship exists (within 200 meters), then this record will be included into the cluster formed in Step 1 and flagged as visited.

Step 4: For each cluster, if the number of total records is less than 3, then these records in the cluster are flagged as noise; otherwise, the new cluster is confirmed.

Step 5: Continue to process those unvisited records from Step 1 through Step 4 until all the records are flagged as visited.

Step 6: The number of total clusters is the number of typical trip chains per day. The recurring route, boarding/alighting stops and timings can be acquired by counting the most frequent pattern within each cluster.

Take the trip chain data from Table 1 as an example. Based on the DBSCAN clustering algorithm, several patterns can be inferred:

1. This transit rider regularly starts his or her first trip around 7:00 AM, and ends their last trip at around 6:00 PM.
2. Recurring routes occur for most weekdays. Although an unusual travel pattern is detected on July 8th, this is flagged as noise by the DBSCAN algorithm.
3. As previously mentioned, transit riders may take different routes to the same location. This rider took another route, route 350, on July 6th; however, route 350 shares the same stops as route 635 along this section so the two routes are considered a “common” route, and the shared stops are grouped together.

The routes and stops frequently visited by this transit rider are depicted on the Geographic Information Systems (GIS) map shown in Fig. 3. The arrows show the weekday pattern the transit rider followed and clearly suggest that this rider takes a home-to-work trip every morning and then returns home from his or her workplace in the evening.

3.3. Regularity clustering

The historical travel pattern for a particular transit rider can be successfully extracted using the above procedure, but their individual travel pattern regularity is still unknown. As explained earlier, in this context regularity means “frequency of the similar trips for this transit rider.” Identifying travel pattern regularity would help transit agencies evaluate the impacts of transit service provision and potential network changes, enabling them to conduct more effective marketing campaigns and measure transit performance (Foote et al., 2001).
Clustering algorithms have been widely used to investigate customer loyalty in the retail and on-line shopping industries (Mauri, 2003; Cheng and Chen, 2009). The same principle can be applied to cluster transit riders with similar travel patterns and place them into different regularity levels based on their temporal and spatial characteristics. Several attributes in the trip chain data were therefore selected as features for clustering as follows:

1. **Number of travel days.** The more days a transit rider travels, the more likely it is that he or she is a frequent transit rider.
2. **Number of similar First Boarding Times.** Boarding time represents a rider’s temporal characteristics. If a rider begins his or her trip at a similar time of day every weekday, then this rider is more likely to be a regular transit rider.
3. **Number of similar Route Sequences.** Route sequence represents a general spatial pattern for a rider. The number of similar route sequences followed during the week may indicate a repetitive travel pattern.
4. **Number of similar Stop ID Sequences.** The Stop ID sequence may contain detailed spatial similarity information. In many cases, two different Stop IDs might be spatially adjacent, which can be identified by GIS buffer processing.

There may be a certain level of correlations between selected features, such as the numbers of similar Route Sequences and Stop ID sequences. However, these correlated features should not be eliminated since there are missing values within the Beijing transit smart card data and introducing a certain level of redundancy into the travel regularity clustering can help improve the algorithm accuracy. Redundant features (e.g. the number of similar stop IDs and the number of similar route sequences) can thus lead to more accurate clustering results.

In order to efficiently and effectively cluster regularity, a suitable clustering algorithm needs to be chosen. The K-Means algorithm is one of the well-known clustering algorithms. This algorithm tries to partition $n$ records into $k$ clusters by minimizing the within-cluster sum of squares. By continuously updating the mean of the record values, each observation is assigned into the cluster with the nearest center until no more observations can be assigned (Forgy, 1965). Although the K-Means algorithm can demonstrate a very high performance and has been applied in many fields, the algorithm suffers from two major intrinsic disadvantages. First, the K-Means algorithm relies on the random initialization of the cluster center and the solution may fall into a local optimum instead of the global optimum as a result of the selection of starting points. If the starting points are far from the true centers of the clusters, the clustering result tends to be locally optimized. Second, the algorithm could require a super-polynomial run time in the worst scenario.

K-Means++, which was proposed by Arthur and Vassilvitskii (2007), addresses the first of these issues by enhancing the initialization process of the traditional K-Means algorithm using a randomized seeding technique to guarantees the optimal solution is obtained. An additional benefit is that the computational complexity of the K-Means++ algorithm is only $O(\log k)$, where $k$ is the number of clusters. More details of the K-Means++ algorithm can be found in Arthur and Vassilvitskii (2007).

To equalize the magnitude and variability of the four input features, variable standardization is conducted before clustering. The range of each variable serves as the divisor to ensure each standardized variable falls between 0 and 1:
The distance is defined as the cluster center distance:

\[ z = (v - \min(v))/\left(\max(v) - \min(v)\right) \]  

(1)

K-Means++ was therefore chosen to cluster transit riders with similar travel patterns, and each standardized variable can then be incorporated during the travel pattern clustering process.

Five clusters of regularity are used here: Very High (VH), High (H), Medium (M), Low (L), Very Low (VL). The cluster centers can be expressed as:

\[ c_1 = (v_{11}, v_{12}, v_{13}, v_{14}) \]

\[ c_2 = (v_{21}, v_{22}, v_{23}, v_{24}) \]

\[ ... \]

\[ c_5 = (v_{51}, v_{52}, v_{53}, v_{54}) \]  

(2)

where \( v_i \) represents the \( j \)th feature of the generated attributes from the trip chain data, and \( i \) refers to the \( i \)th cluster.

Then, the Euclidean distance between \( c_i \) and the zero point is calculated. This distance is defined as the cluster center distance:

\[ D_1 = \sqrt{(v_{11} - 0)^2 + (v_{12} - 0)^2 + (v_{13} - 0)^2 + (v_{14} - 0)^2} \]

\[ D_2 = \sqrt{(v_{21} - 0)^2 + (v_{22} - 0)^2 + (v_{23} - 0)^2 + (v_{24} - 0)^2} \]

\[ ... \]

\[ D_5 = \sqrt{(v_{51} - 0)^2 + (v_{52} - 0)^2 + (v_{53} - 0)^2 + (v_{54} - 0)^2} \]  

(3)

Next, \( D_i \) is sorted in a descending order. Based on the order, each regularity level is assigned to a cluster. Finally, the corresponding regularity level for each transit rider can be determined by computing and comparing the minimum distance to the center of each cluster.

A preprocessing data cleansing procedure was adopted to eliminate those smart card records with wrong transaction times; for example, a few smart card transactions were recorded as “1900/01/01”. Applying the above data quality control procedure, 37,001 smart cards were randomly selected to test the proposed algorithm.

The clustered results are summarized in Table 2. If regularity levels of Very High (VH) and High (H) are considered to represent regular transit riders, approximately 41% fall into this category. The clustered results can be used to categorize different transit rider groups for various transit fare options, and provide data support for transit market analyses.

Additional individual-level daily trip and travel time information is provided in Fig. 4. Both average daily trips and average daily travel time for each passenger increased as the corresponding travel regularity became higher. On average, regular transit riders (high regularity and very high regularity) traveled more than twice per day. This is reasonable, because most regular riders take buses at some point during their daily commute. The transit authorities can focus on those transit riders with low and very low travel regularities. The possible countermeasures include conducting customer satisfaction survey, identifying those factors influencing transit ridership and further providing additional fare discounts to attract more transit riders.

### 3.4. Performance enhancement using rough set theory

In Beijing, more than 16 million smart card transaction data points are generated every day. Processing and clustering such a huge amount of data is not an easy task due to the physical memory constraints of the currently available computer technology. Therefore, the K-Means++ algorithm may not be feasible for this situation without utilizing distributed computing (Cordeiro et al., 2011). To implement and execute the proposed approach in a regular personal computer, an algorithm based on thorough set theory was therefore applied to improve clustering performance. The rough set theory initially proposed by Pawlak (1982) is primarily used to classify vague and uncertain data to help expert systems learn from training datasets and generate meaningful rules for classification. Unlike other commonly used data mining algorithms, rough set-based algorithms do not need any prior information about the data, such as the membership function used in the Fuzzy theory, and the Bayesian prior probability in the Naïve Bayes classifier. Rough set-based algorithms can deal with both continuous and discrete input data, and perform well under circumstances where there is missing or incomplete information. This is because rough set theories depict missing attributes using lower and upper approximations for the incomplete data, defined by probabilities (Grzymala-Busse and Grzymala-Busse, 2007). Consequently, the rough set-based algorithm was deemed appropriate for dealing with the lack of boarding and alighting stop data for the flat-fare buses.

### Table 2

Summary of five clusters.

<table>
<thead>
<tr>
<th>Cluster center</th>
<th>( C_1 )</th>
<th>( C_2 )</th>
<th>( C_3 )</th>
<th>( C_4 )</th>
<th>( C_5 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Regularity</td>
<td>VL</td>
<td>L</td>
<td>M</td>
<td>H</td>
<td>VH</td>
</tr>
<tr>
<td>Cluster Center Distance</td>
<td>1.28</td>
<td>5.17</td>
<td>10.42</td>
<td>13.52</td>
<td>19.99</td>
</tr>
<tr>
<td>Number of Smart Cards</td>
<td>4809</td>
<td>10330</td>
<td>6483</td>
<td>9502</td>
<td>5877</td>
</tr>
<tr>
<td>Percentage of total</td>
<td>13.0%</td>
<td>27.9%</td>
<td>17.5%</td>
<td>25.7%</td>
<td>15.9%</td>
</tr>
</tbody>
</table>

Note: VL = Very Low; L = Low; M = Medium; H = High; VH = Very High.
The essence of the rough set-based algorithm is set approximation. Let us define any information system as: \( A = (U, A \cup \{d\}) \), where \( U \) represents the non-empty set of objects, or universe and \( A \) denotes the condition attributes and \( d \) the decision attributes. For our purposes, the number of travel days, the number of similar first boarding times, the number of similar route sequences and the number of similar stop ID sequences are all condition attributes, and the rider’s regularity level is expressed as the decision attribute. The names of the condition attributes and the decision attributes are considered to be the universe. The condition attributes and the decision attribute follow a many-to-one relationship: different decision attributes can be sufficiently discerned using only a subset of condition attributes. Therefore, the goal of a rough set-based algorithm is to determine the smallest number of condition attributes required to represent the decision attribute. To depict the information uncertainty and vagueness, two important concepts are described as follows. Let \( B \) be a non-empty set of attributes.

1. \( BX = \{x | x_B \subseteq X\} \) is defined as the B-lower approximation of \( X \).
2. \( BX = \{x | x_B \cap X \neq \emptyset\} \) is defined as the B-upper approximation of \( X \).
3. \( BN_B(X) = BX - \overline{BX} \) is defined as the B-boundary region of \( X \). If the B-boundary region is not empty, then the set \( X \) is considered “rough” (Komorowski et al., 1999).

Using the above three definitions, we can remove the superfluous attributes to leave only the equivalence classes that satisfy the minimum attributes (rules); however, finding the minimum rules is a NP-hard problem and cannot be solved in a polynomial time (Skowron and Rauszer, 1992). Fortunately, many algorithms have been proposed to obtain an optimal solution in an efficient fashion. Wróblewski (1998) developed a fast-rule induction algorithm based on a covering approach that has demonstrated both efficiency and accuracy. Its computational complexity is only \( mn \log(n) \), where \( m \) is the number of universes and \( n \) is the number of attributes.

This rule induction algorithm has therefore been used to generate minimum decision rules in our application. Decision results classified by the K-Means++ algorithm serve as training data (as shown in Table 3), after which the rough set theory is applied to extract the hidden classification rules. Example rules can be as follows:

1. (Number of traveling days in \((5.75; 7.75)\)) & (Number of similar boarding times in \((7.25; 13.25)\)) \( \geq \) (Regularity Level = High).
(2) (Number of traveling days in \((17.0; \infty)\)) \( \geq \) (Regularity Level = Very High).

Fig. 4. (a) Individual-level average daily travel time for each cluster and (b) Individual-level average daily trips for each cluster.
The rules determined by the rough set theory can then be used to classify each transit rider in terms of their level of travel pattern regularity. These rules have the added benefit that they can be easily implemented and executed in a relational database such as a Structured Query Language (SQL) database.

### 4. Comparison of data mining algorithms

The accuracy and efficiency of the proposed rough set-based algorithm were compared with those of several of the classification algorithms commonly used in transportation engineering research, namely the Naïve Bayes Classifier (Cestnik, 1990), C4.5 Decision Tree (Quinlan, 1993), K-Nearest Neighbor (KNN) (Cover and Hart, 1967) and Three-hidden-layers Neural Network (Rumelhart and McClelland, 1986). The K-Means++ algorithm was adopted as the index algorithm for comparison, with 33% of the clustered transit riders serving as its training dataset. The rough set-based algorithm and the other four classification algorithms were applied in the training dataset to produce the corresponding classifiers. The total sample size was 37001. These classifiers were then used to process the remaining data, and the generated outputs compared to the clustered transit riders obtained using the K-Means++ algorithm to validate the accuracy of each algorithm. The entire dataset was randomly split into 33% training data and 67% test data and each algorithm executed for 10 iterations. All the algorithms were implemented in Java under an environment of a 6-core CPU and an 8 GB RAM desktop computer using the smart card data stored in Microsoft SQL server 2008. Table 3 summarizes both the accuracy and run time (the duration taken for an algorithm to execute) statistics of all five algorithms.

<table>
<thead>
<tr>
<th>Iterations</th>
<th>Rough set-based algorithm</th>
<th>C4.5</th>
<th>Naïve Bayes</th>
<th>K-NN</th>
<th>Neural network</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Accuracy (%)</td>
<td>Time (ms)</td>
<td>Accuracy (%)</td>
<td>Time (ms)</td>
<td>Accuracy (%)</td>
</tr>
<tr>
<td>1</td>
<td>98.86</td>
<td>39</td>
<td>99.31</td>
<td>116</td>
<td>87.98</td>
</tr>
<tr>
<td>2</td>
<td>99.01</td>
<td>54</td>
<td>99.77</td>
<td>119</td>
<td>86.34</td>
</tr>
<tr>
<td>3</td>
<td>99.23</td>
<td>69</td>
<td>99.60</td>
<td>123</td>
<td>87.03</td>
</tr>
<tr>
<td>4</td>
<td>98.92</td>
<td>64</td>
<td>99.13</td>
<td>118</td>
<td>86.99</td>
</tr>
<tr>
<td>5</td>
<td>98.65</td>
<td>59</td>
<td>99.00</td>
<td>127</td>
<td>85.55</td>
</tr>
<tr>
<td>6</td>
<td>99.19</td>
<td>53</td>
<td>98.98</td>
<td>133</td>
<td>86.78</td>
</tr>
<tr>
<td>7</td>
<td>99.25</td>
<td>60</td>
<td>99.13</td>
<td>130</td>
<td>87.22</td>
</tr>
<tr>
<td>8</td>
<td>98.97</td>
<td>51</td>
<td>98.86</td>
<td>121</td>
<td>89.53</td>
</tr>
<tr>
<td>9</td>
<td>99.42</td>
<td>56</td>
<td>99.75</td>
<td>109</td>
<td>88.11</td>
</tr>
<tr>
<td>10</td>
<td>99.26</td>
<td>63</td>
<td>99.33</td>
<td>111</td>
<td>88.02</td>
</tr>
<tr>
<td>Average</td>
<td>99.29</td>
<td>59.8</td>
<td>99.53</td>
<td>113.7</td>
<td>87.649</td>
</tr>
</tbody>
</table>

ms = milliseconds.

(3) (Number of traveling days in (-Infinity;2.0))&(Number of similar route sequences in (-Infinity;2.5))&(Number of the similar boarding time in (-Infinity;0.5)) ≥ (Regularity Level = Very Low).

The results show that the proposed rough set-based algorithm clearly outperforms the other algorithms in terms of efficiency. A t-test was conducted to evaluate the significance of the difference in accuracy between the proposed rough set-based algorithm and the other four algorithms. At a 95% confidence level, the proposed algorithm did not significantly differ from the K-NN algorithm but was 10 times faster. In addition, the proposed algorithm outperformed the Naïve Bayes and Neural Network in both algorithm accuracy and efficiency. Although the proposed algorithm slightly underperformed the C4.5 decision tree algorithm in terms of accuracy, it was twice as fast. As shown in Fig.5(a), the rough set-based algorithm demonstrated its strength in efficiency as the size of the training dataset increased. Moreover, Fig. 5(b) shows that the rough set-based algorithm would outperform the C4.5 decision tree algorithm in terms of accuracy once the size of the training dataset exceeded a certain threshold. This strongly suggests that the proposed rough-set-based algorithm is indeed suitable for handling large datasets of this type.

### 5. Discussion

This study opens up interesting new opportunities for leveraging smart card data to create a better understanding of transit riders’ behavior and thus potentially improve public transit systems. Specifically, three major potential applications that could benefit from this study can be envisioned, as follows:

- **Travel behavior research**

In the past few decades, travel demand research has shifted from a trip-based travel approach to an activity-based travel paradigm. Activity-based travel models require a substantial amount of detailed behavioral information for each traveler...
extending over a relatively long period. Traditionally, this type of behavioral data has been collected using travel diaries and travel surveys, requiring an immense amount of resources to process and construct sequences of spatiotemporal activities for each traveler (Schlich and Axhausen, 2003).

The individual-level travel pattern mining algorithms developed for this study offer an alternative and novel approach for measuring the similarity and variability of transit riders through an examination of their multi-day smart card transactions. This will greatly facilitate travel behavior modeling development.

- **Transit market analysis**

As with other domains such as eGrocery shopping, transit agencies generally aim to develop a range of different market strategies to satisfy their passengers (Strathman et al., 2008). One typical application of transit market analysis is market segmentation (Zhou et al., 2004). Market segmentation techniques divide the entire market into several distinct segments consisting of groups of transit riders who share similar preferences and attitudes. Based on the transit rider groups identified here using the proposed travel regularity clustering algorithm, transit agencies can better allocate their limited resources to each segment to maintain and attract ridership. For example, various transit fare option can be provided that are specifically tailored for each group of transit riders. Key factors that influence transit ridership can also be identified by integrating each market segment with transit riders’ socio-demographic attributes (Krizek and El-Geneidy, 2007). For instance, most regular transit riders are commuters who do not own private cars and thus tend to be very sensitive to service reliability. In this case, improving transit service reliability (by, for example, shortening headway and providing real-time information) could be an effective measure to retain this group of transit riders.

- **Transit OD estimation**

Another potential use of the proposed travel pattern and travel regularity mining algorithms is to improve the accuracy of the transit OD estimation method. Each transit rider’s repetitive historical routes and stops can be used as prior information for passenger alighting stop inference.

6. Conclusions

The study has proposed a series of efficient and effective data-mining approaches with which to model transit riders’ travel patterns using smart card data of the type collected in Beijing, China. The DBSCAN algorithm was utilized to successfully detect each transit rider’s historical travel pattern using the identified trip chains. The K-Means++ clustering algorithm and the rough set theory were then jointly applied to classify the travel pattern regularities. The performance of the resulting rough-set-based algorithm was compared with four other classification algorithms: the Naïve Bayes Classifier, C4.5 Decision
Tree, K-Nearest Neighbor (KNN) and three-hidden-layers Neural Network. The results indicated that the proposed rough-set-based algorithm outperformed all the other data mining algorithms in terms of accuracy and efficiency.

The contribution of this study is twofold: First, a data mining approach has been proposed that is capable of identifying travel patterns for individual transit riders using a large smart card dataset. The second contribution is that the regularity levels for the data can also be successfully classified by the approach proposed here. The travel patterns and regularity levels of their customers are important information for transportation researchers seeking to understand day-to-day urban travel behavior variability and facilitate activity-based travel demand model development.

Individual travel patterns and pattern regularity also offer substantial benefits for transit agencies working to improve their transit service with the assistance of transit market analysis. Another potential application of this research is to estimate an individual transit rider's origin and destination using that rider's historical travel pattern. In terms of future work, the proposed method must now be compared with other traditional travel behavior data collection methods, such as survey studies, focus group discussions and travel diaries, in order to improve the algorithm accuracy. It would also be interesting to integrate the passenger travel pattern information obtained through this study with map-based transportation systems (Ma et al., 2011) to monitor and visualize transit performance.
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