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Abstract

Two types of animal-vehicle collision (AVC) data are commonly adopted for AVC-related risk analysis research: reported AVC data and carcass removal data. One issue with these two data sets is that they were found to have significant discrepancies by previous studies. In order to model these two types of data together and provide a better understanding of highway AVCs, this study adopts a diagonal inflated bivariate Poisson regression method, an inflated version of bivariate Poisson regression model, to fit the reported AVC and carcass removal data sets collected in Washington State during 2002–2006. The diagonal inflated bivariate Poisson model not only can model paired data with correlation, but also handle under- or over-dispersed data sets as well.

Compared with three other types of models, double Poisson, bivariate Poisson, and zero-inflated double Poisson, the diagonal inflated bivariate Poisson model demonstrates its capability of fitting two data sets with remarkable overlapping portions resulting from the same stochastic process. Therefore, the diagonal inflated bivariate Poisson model provides researchers a new approach to investigating AVCs from a different perspective involving the three distribution parameters ($\lambda_1$, $\lambda_2$ and $\lambda_3$). The modeling results show the impacts of traffic elements, geometric design and geographic characteristics on the occurrences of both reported AVC and carcass removal data. It is found that the increase of some associated factors, such as speed limit, annual average daily traffic, and shoulder width, will increase the numbers of reported AVCs and carcass removals. Conversely, the presence of some geometric factors, such as rolling and mountainous terrain, will decrease the number of reported AVCs.

1. Introduction

According to a report by Huijser et al. (2007), animal-vehicle collisions (AVCs) have caused significant damages to human life, property, and wildlife in the past decades. About 200 people were killed and 20,000 people were injured annually by the AVCs in the U.S. AVC-related property damage exceeds one billion dollars each year. AVCs also have a remarkable impact on wildlife because, in most cases, animals die immediately or shortly after AVCs (Allen and McCullough, 1976). Previous studies (e.g., Van der Zee et al., 1992; Huijser and Bergers, 2000) also found AVCs affect the population levels of some animal species and may even cause their survivability crisis (Proctor, 2003). Thus, effective AVC countermeasures for existing transportation facilities are critical for both traffic safety and wildlife conservation.

To identify factors contributing to traffic accidents, researchers have tried various statistical modeling techniques (e.g., Hubbard et al., 2000; Knapp and Yi, 2004). These research efforts have resulted in several widely accepted models. The Poisson regression model, one of the most classical and basic methods, has been frequently used to model collision count data (e.g., Jovanis and Chang, 1986; Miaou et al., 1992; Miaou and Lum, 1993; Miaou, 1994). A well recognized problem with the Poisson regression model is that the sample variance needs to be equal to the sample mean. In reality, however, most accident data sets do not meet this requirement. Therefore, the Poisson model is inadequate for over-dispersed (or under-dispersed) data whose variance is greater (or smaller) than the mean (Maycock and Hall, 1984; Wang et al., 2003). To address over-dispersed accident data, several modeling approaches including negative binomial (NB) regression (or Poisson-gamma) (Miaou et al., 1994; Shankar et al., 1995; Poch and Mannering, 1996; Maher and Summersgill, 1998; Milton and Mannering, 1998; Chin and Quddus, 2003; Wang et al., 2003; Wang and Nihan, 2004, 2006; El-Basyouny and Sayed, 2006; Donnell and Mason, 2006; Kim et al., 2007; Malyskhina and Mannering, 2010; Daniels et al., 2010) and Poisson-lognormal regression models (Miaou et al., 2005; Lord and...
Miranda-Moreno, 2008; Aguero-Valverde and Jovanis, 2008) have been developed and widely applied.

Collision data can also occasionally be under-dispersed. Under-dispersion can be caused by data sets having a very low sample mean due to the many zeros in the data set (Oh et al., 2006). In this situation, a Gamma regression model (Winkelmann and Zimmermann, 1995; Oh et al., 2006) can be used to deal with this issue. Subsequently, the Conway–Maxwell–Poisson (COM–Poisson) based models is introduced for handling either over- or under-dispersed count data (Shmueli et al., 2005; Kadane et al., 2006; Lord et al., 2008).

Another issue in modeling collision data is the phenomena of an apparent excess of zeros. In this situation, zero-inflated models, such as zero-inflated Poisson and zero-inflated NB, have been used for modeling such collision data sets (Shankar et al., 1997; Garber and Wu, 2001; Lee and Manering, 2002; Kumara and Chin, 2003; Miaou and Lord, 2003; Rodriguez et al., 2003; Shankar et al., 2003; Noland and Quddus, 2004; Qin et al., 2004; Lord et al., 2005a,b). However, Lord et al. (2005a,b) and Warton (2005) have argued that considerable caution should be exercised when applying zero-inflated models to crash data because a true two-stage process may not exist. Recently, several innovative accident models, including random parameter models, finite-mixture/Markov switching models, neural networks, Bayesian neural networks, and support vector machines, have been used in accident analysis research. A comprehensive review of the accident models mentioned above can be found in the paper by Lord and Manering (2010).

Most of the regression models described above are univariate Poisson- (or gamma-) based models designed for modeling general count problems. These univariate models are capable of estimating only one distribution parameter and would be limited in modeling multivariate issues. Thus, most previous studies only adopted univariate models that separately considered the two types of AVC data: reported AVC data (Hubbard et al., 2000; Malo et al., 2004; Seiler, 2005) and carcass removal data (Reilley and Green, 1974; Allen and McCullough, 1976; Knapp and Yi, 2004).

According to a survey conducted among the Washington State DOT (WSDOT) carcass removal professionals, a carcass found on road is likely an animal hit by a vehicle (Lao et al., 2010). Thus, these two sets of data should overlap to a large extent. However, previous studies (Romin and Bissonette, 1996; Knapp et al., 2007; Huijser et al., 2007) found that these two datasets are significantly different. This implies that not all animals involved in AVCs died on the road, not all animal carcasses were removed and reported by transportation agencies, and/or not all AVCs were properly reported and recorded.

In order to model the two datasets simultaneously, a new approach that can consider the two data sets in one modeling process is needed. However, most count models do not allow modeling two datasets simultaneously except that a data merging process is implemented beforehand (Lao et al., 2010). Recently, multivariate Poisson regression models (Miaou and Song, 2005; Ma and Kockelman, 2006; Park and Lord, 2007), multivariate zero-inflated Poisson regression models (Li et al., 1999), or multivariate Poisson-lognormal regression models (Karim and Tarek, 2009) have been used for modeling different but correlated count data sets. As a special case of multivariate Poisson regression models, bivariate Poisson regression model can be used for paired count data sets. However, bivariate Poisson and other multivariate Poisson regression models cannot handle over- or under-dispersed count data. In order to concurrently utilize the reported AVC data and carcass removal data even when they are dispersed, a diagonal inflated bivariate Poisson regression model (Karlis and Ntzoufras, 2005) is developed and applied to AVC modeling in this research.

The remaining parts of this paper are organized as follows. The next section details the bivariate Poisson model, the diagonal inflated bivariate Poisson model, and the estimation approach for these models. This is followed by the data description and the model estimation using 5-years (2002–2006) of AVC data collected from 10 study routes in Washington State. The diagonal inflated bivariate Poisson model is also compared with three other models, double Poisson, bivariate Poisson, and zero-inflated double Poisson. Then, the model results are interpreted and discussed. Finally, conclusions and recommendations are provided at the end of this paper.
and carcass removal data sets. Its marginal distributions of $X$ and $Y$ follow Poisson distributions with $E(X) = \lambda_1 + \lambda_3$ and $E(Y) = \lambda_2 + \lambda_3$, respectively. Moreover, $\text{COV}(X, Y) = \lambda_3$, and hence $\lambda_3$ is a measure of dependence between the reported AVC data set and the carcass removal data set.

In the bivariate Poisson model, $\lambda_k$ with $k = 1, 2, 3$ can be related to various explanatory variables using the classical exponential link functions. Therefore, the bivariate Poisson regression model can take the following form:

$$\ln(\lambda_i) = \omega_k^\prime \beta_k$$

where $i = 1, \ldots, n$, is the roadway segment number, $\omega_k$ is the vector of explanatory variables for roadway segment $i$, $\beta_k$ is the corresponding coefficient vector for $Z_k$. In this study, the roadway segments are separated by consistent geometric factors. It should be noted that the diagonal Poisson model is a special case of the bivariate Poisson model when $\lambda_3 = 0$.

2.2. Diagonal inflated bivariate Poisson regression model

A major disadvantage of the bivariate Poisson model is that its marginal distributions cannot handle over- or under-dispersed data since its marginal distributions are Poisson distributions that require the mean and the variance to be equal (Karlis and Ntzoufras, 2005). The diagonal inflated bivariate Poisson model proposed by Karlis and Ntzoufras (2005) can be used to fix this problem. This model uses a more general form developed on the basis of zero-inflated models and the probabilities of the diagonal elements are inflated in the probability table. The diagonal inflated bivariate Poisson model can be defined on the basis of the bivariate Poisson regression model as follows:

$$f_{\text{IBP}}(x, y) = \begin{cases} (1 - p_m) f_B(x, y|\lambda_1, \lambda_2, \lambda_3), & x \neq y \\ (1 - p_m) f_B(x, y|\lambda_1, \lambda_2, \lambda_3) + pm f_D(x|\theta, J), & x = y \end{cases}$$

where $p_m$ is the mixing proportion $f_B(x|\theta, J)$ is the probability mass function of a discrete distribution $D(x; \theta)$, $D(x; \theta)$ can be a Poisson, geometric, or a simple discrete distribution. That is, the data process has a probability of $1 - p_m$ to follow a bivariate Poisson distribution and a probability of $p_m$ to follow $D(x; \theta)$. Note that the bivariate Poisson (when $p_m = 0$) and the zero-inflated double Poisson model (when $\lambda_3 = 0$ and $J = 0$) are special cases of diagonal inflated model (Karlis and Ntzoufras, 2005). $f_D(x|\theta, J)$ can be defined as

$$f_D(x|\theta, J) = \begin{cases} \theta_x & \text{for } x = 0, 1, \ldots, J \\ 0 & \text{for } x \neq 0, 1, \ldots, J \end{cases}$$

where $\sum_{x=0}^{J} \theta_x = 1$. $J$ is a parameter that controls the number in the diagonal cells in the cross-tabulation for the paired datasets considered by the model (cross-tabulation will be introduced in Section 3). If $J = 0$, only $x = y = 0$ contributes to the inflated part ($f_D(x|\theta, J)$), then the model in Eq. (3) becomes a zero-inflated model. If $J = 1$, both $x = y = 0$ and $x = y = 1$ contributes to the inflated part. In this case, cell $(0, 0)$ and cell $(1, 1)$ of the cross-tabulation are considered in the inflated part.

The marginal distributions of a diagonal inflated bivariate Poisson regression model are mixtures of distributions with one Poisson component. For example, the marginal distribution of $X$ is:

$$f_{\text{IBP}}(x) = (1 - p_m) f_B(x|\lambda_1 + \lambda_3) + p_m f_D(x|\theta)$$

where $f_B(x|\lambda)$ is the Poisson probability mass function with parameter $\lambda_1 + \lambda_3$. The marginal distributions of the diagonal inflated bivariate Poisson regression model can model either under- or over-dispersed count data, depending on the definition of $D(x; \theta)$. For example, if $J = 1$, $\lambda_1 + \lambda_3 = 1$ and $p_m = 0.5$, the resulting distribution is under-dispersed. While $J = 0$ (the simplest case of zero-inflated models), the resulting distribution is over-dispersed. This implies that the diagonal inflated bivariate Poisson regression model is more flexible than the bivariate Poisson regression model and hence a clearly better choice for modeling the AVC data in this study.

The parameters in most multivariate Poisson or related models are difficult to estimate because of the computational issues involved in their applications (Karlis and Ntzoufras, 2005; Ma and Kockelman, 2006). However, recent developments in statistical software models and computer hardware have provided several ways to estimate bivariate Poisson models. In this study, an open source statistical analysis package, R (http://www.r-project.org/, 2009), was used to estimate the models. The expectation–maximization (EM) approach (Dempster et al., 1977; Borman, 2009) is used for estimating the parameters in the diagonal inflated bivariate Poisson regression model. Details of the EM algorithm can be found in Karlis (2003) and Karlis and Ntzoufras (2005).

To explore how changes in the variables affect the outcome Poisson distributions with parameters (means) $\lambda_k$, $k = 1, 2, 3$ elasticity values are computed to determine the marginal effects of the independent variables. For the diagonal inflated bivariate Poisson regression model, the elasticity $E_{\lambda_k}$, is defined as (Washington et al., 2003)

$$E_{\lambda_k} = \frac{\partial \lambda_k}{\partial \lambda_{k_0}} \frac{\lambda_{k_0}}{\lambda_k} = \frac{\beta_k}{\lambda_k}$$

where $\lambda_{k_0}$ is the $i$th variable in the vector of explanatory variables for roadway segment $i$. $\beta_k$ is the corresponding coefficient of the $i$th variable for $Z_k$. Substitution of $\lambda_{k_0}$ is continuous. For the indicator variables, a pseudo-elasticity is estimated as an approximate elasticity of the variables. The pseudo-elasticity is defined as (Washington et al., 2003)

$$E_{\lambda_{k_0}} = \frac{\frac{\beta_k}{\lambda_k} - 1}{\frac{\beta_k}{\lambda_k}}$$

3. Data description

Ten highways (US2, SR8, US12, SR20, I90, US97, US101, US395, SR252 and SR970) in Washington State were selected as study routes following the recommendation of WSDOT experts. Five years (2002–2006) of the reported AVC and the carcass removal datasets were analyzed for this research.

Table 1 shows all the explanatory variables used in the models. Annual average daily traffic (AADT) is converted into thousands of vehicles, and some variables, such as access control type, terrain type and rural or urban, are binary variables. Three types of animal habitats, white-tailed deer, mule deer and elk, are included in the variables since deer and elk are the main animal types most commonly involved in AVCs in Washington State. The minimum, maximum, mean, and standard deviation (S.D.) are shown in the last four columns. One can find that both the reported AVC data and the carcass removal data are over-dispersed.

Table 2 is a cross-tabulation for the AVC data. Each cell represents the number of roadway segments that have corresponding numbers of AVC records in the reported AVC data and the carcass removal data in the 5-year study period. For example, 63 in the fifth row and the first column (the (0, 4) cell) indicates there are 63 roadway segments with four records in the carcass removal data and zero record in the reported AVC data. From this table, one can find that most roadway segments have zero records in both data sets. That is the (0, 0) cell has the largest number. It is reasonable in that
most segments do not have AVCs observed during the study period. Among segments having at least one record in both the reported AVC and carcass removal data sets, the (1, 1) and (1, 2) cells contain the largest numbers of segments. Similarly, among the records with at least two records in each data set the (2, 2) cell contains the most records. Thus, the diagonal cells, cells (0, 0), (1, 1), and (2, 2) should be expected to play important roles in the data sets.

4. Model estimation

To compare different models, the model details and evaluation criterion for double Poisson, bivariate Poisson, diagonal inflated bivariate Poisson (DIBP) and zero-inflated double Poisson models are listed in Table 3. In order to compare the effect of different \( J \) values on the diagonal inflated bivariate Poisson model, three models – DIBP0, DIBP1 and DIBP2 – with different \( J \) values are also estimated. Table 3 shows the details about the variables used for \( \lambda_{1} \), the value of \( J \) as well as the number of parameters in each model. The insignificant variables were removed from the variables lists. For example, four variables (25, z10, z14, z15), insignificant for \( \lambda_{1} \), were removed from all the six fitted models (noted as “-z5-z10-z14-z15” in Table 3).

One can see that the bivariate Poisson model has a better fit than the traditional double Poisson model. The diagonal inflated bivariate Poisson and zero-inflated double Poisson models generally have better fits because they take the zero-inflated portion into account. Overall, the DIBP1 model is considered the best-fitted model because it has the highest \( J \), lowest AIC and lowest BIC. In comparison with DIBP1, DIBP2 does not show any improvement in its log-likelihood even when the \( J \) value becomes larger. That is because the DIBP2 model cannot benefit from the additional diagonal cell when the number of records in the (2, 2) cell of Table 2 is relatively low. Therefore, the selection of the \( J \) parameter should depend on the diagonal cell values in the AVC-carcass removal cross-tabulation as well as goodness-of-fit measures. The mixing proportions (\( p_{m} \)) in the last column indicate that the data in the diagonal of the AVC cross-tabulation should be over 66%. This result is also consistent with the statistical result in Table 2 where the sum of the diagonal value is about 79% of the total data.

Table 4 shows estimated values of \( \theta \) and \( \lambda \) in the diagonal inflated bivariate Poisson models. \( \theta \) values represent the proportion of the corresponding diagonal cells in the mixing proportion data; \( \lambda \) values denote the proportion of the three regions in Fig. 1. All models have \( \theta_{0} > 0.99 \), indicating that more than 99% of mixing proportion data has zero AVC record and less than 1% of mixing proportion data has at least one AVC record for both data sets. This result is consistent with the statistics in Table 2 where both datasets have large numbers (more than 6698) of zero-accident roadway segments. Note that the value of \( \lambda_{2} \) represents the average number of overlapped records per road segment. For the DIBP1 results,

### Table 1
Description of explanatory variables in the models.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>S.D.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x^{a} )</td>
<td>Number of reported AVCs per segment(^{t} )</td>
<td>0</td>
<td>22</td>
<td>0.24</td>
</tr>
<tr>
<td>( y^{b} )</td>
<td>Number of carcasses per segment(^{c} )</td>
<td>0</td>
<td>95</td>
<td>0.94</td>
</tr>
<tr>
<td>z1</td>
<td>Annual average daily traffic (in thousands)</td>
<td>0.31</td>
<td>148.8</td>
<td>13.85</td>
</tr>
<tr>
<td>z2</td>
<td>Restrictive access control (Yes: 1; No: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z3</td>
<td>Posted speed limit (mph)</td>
<td>20</td>
<td>70</td>
<td>52.76</td>
</tr>
<tr>
<td>z4</td>
<td>Truck percentage (%)</td>
<td>0</td>
<td>52.28</td>
<td>14.05</td>
</tr>
<tr>
<td>z5</td>
<td>Median width (feet)</td>
<td>0</td>
<td>60</td>
<td>7.9</td>
</tr>
<tr>
<td>z6</td>
<td>Total number of lanes for both directions</td>
<td>1(^{d} )</td>
<td>9</td>
<td>2.79</td>
</tr>
<tr>
<td>z7</td>
<td>Roadway length (feet)</td>
<td>0.01</td>
<td>6.99</td>
<td>0.22</td>
</tr>
<tr>
<td>z8</td>
<td>Terrain type (rolling; yes: 1; otherwise: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z9</td>
<td>Terrain type (mountainous; yes: 1; otherwise: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z10</td>
<td>Lane width (feet)</td>
<td>0</td>
<td>70</td>
<td>12.5</td>
</tr>
<tr>
<td>z11</td>
<td>Left shoulder width (feet)</td>
<td>0</td>
<td>18</td>
<td>2.44</td>
</tr>
<tr>
<td>z12</td>
<td>Right shoulder width (feet)</td>
<td>0</td>
<td>20</td>
<td>4.03</td>
</tr>
<tr>
<td>z13</td>
<td>Rural or Urban (urban: 0; rural: 1)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z14</td>
<td>White-tailed deer habitat (yes: 1; no: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z15</td>
<td>Mule deer habitat (yes: 1; no: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>z16</td>
<td>Elk habitat (yes: 1; no: 0)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^{a}\) Reported AVC data record.
\(^{b}\) Carcass removal data record.
\(^{c}\) Dependent variable.
\(^{d}\) Six out of 10,475 segments have only one lane.

### Table 2
Cross-tabulation for AVC and CR data.

<table>
<thead>
<tr>
<th>Number of reported AVCs</th>
<th>Cumulated record</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>6698</td>
</tr>
<tr>
<td>1</td>
<td>301</td>
</tr>
<tr>
<td>2</td>
<td>228</td>
</tr>
<tr>
<td>3</td>
<td>81</td>
</tr>
<tr>
<td>4</td>
<td>63</td>
</tr>
<tr>
<td>5</td>
<td>35</td>
</tr>
<tr>
<td>6</td>
<td>26</td>
</tr>
<tr>
<td>7</td>
<td>15</td>
</tr>
<tr>
<td>8</td>
<td>17</td>
</tr>
<tr>
<td>&gt;8</td>
<td>81</td>
</tr>
<tr>
<td>Cumulated record</td>
<td>7545</td>
</tr>
</tbody>
</table>
the overlapping percentage in the reported AVC data is about 13% (0.0664/(0.0664 + 0.4605)).

Table 5 shows the coefficient, standard deviation, t-value, and average elasticity values for each explanatory variable for \( \lambda_1 \), \( \lambda_2 \), and \( \lambda_3 \). All the listed variables are statistically significant at a 5% significance level.

5. Model Interpretation

Table 5 shows the DIBP1 model results, in which factors contributing to AVCs are identified. The positive values of the coefficients indicate that the increase of each of these explanatory variables increases the probability of AVC occurrences. Conversely, negative values of the corresponding coefficients show that the increases of these explanatory variables lower the probabilities of AVCs. In contrast to regular Poisson accident models, the diagonal inflated bivariate Poisson model contains three dependent variables, \( \lambda_1 \), \( \lambda_2 \), and \( \lambda_3 \), which quantify the effects on the reported AVC and the carcass removal portions, respectively, whereas \( \lambda_3 \) accounts for the combined effects on the overlapping carcass removal and the reported AVC data sets. The significance and interpretation of the explanatory variables for each dependent variable are discussed below.

Among the traffic elements, three variables are found to significantly contribute to the occurrence of AVCs. The estimated coefficients show that the variable of speed limit is the most significant variable affecting the occurrence of AVCs (\( \lambda_1 \): coef. = 0.043, \( t = 30.302 \), \( E_1 = 2.327 \); \( \lambda_2 \): coef. = 0.06, \( t = 33.129 \), \( E_2 = 3.247 \); \( \lambda_3 \): coef. = 0.068, \( t = 10.298 \), \( E_3 = 3.680 \)). The elasticity values here show that a 1% increase in posted speed limit increases the \( \lambda_2 \) by 3.272% for \( \lambda_1 \), 2.427% for \( \lambda_2 \), and 3.680% for \( \lambda_3 \). Higher speed limits tend to increase the likelihood of AVCs. This may be because drivers travel at higher speeds under a higher speed limit, and high-speed vehicles require longer stopping distances. Therefore, drivers may not be able to stop quickly enough to avoid colliding with an animal on the road. This finding is consistent with most AVC-related research that has concluded that speed limits have an increasing relationship with the AVC rates (Allen and McCullough, 1976; Rolley and Lehman, 1992).

AADT is found to have increasing effects on \( \lambda_1 \) (coef. = 0.013, \( t = 13.556 \), \( E_1 = 0.202 \)) and \( \lambda_3 \) (coef. = 0.069, \( t = 14.827 \), \( E_3 = 1.072 \)), but have no significant effect on \( \lambda_2 \). This may be because that AVCs are more likely to be reported on a highway segment with heavier traffic since more travelers can observe and therefore call and report the AVCs. Meanwhile, once an AVC happens, the carcass could be removed by other agencies or persons other than WSDOT. This explains the reason why the AADT variable also contributes to AVC occurrences in the overlapping portion of the reported AVC and carcass removal data. Overall, a higher AADT increases the chance of AVCs because a higher volume elevates the level of accident exposure and shortens vehicle headways needed for animals to cross the road. This result is consistent with the accident research conducted by Chin and Quddus (2003).

A higher truck percentage is found to decrease the likelihood of reported AVCs and carcass removal for all \( \lambda \)s. One reason may be that drivers are more cautious when more trucks are on the road. Another reason may be that trucks are usually associated with louder noise which may scare animals away. Trucks also tend to have better driver visibility forward, which could provide more time for drivers to react. This result is similar to the motor vehicle accident research by Milton and Mannering (1998), which identified a decreasing relationship between truck percentage and accident probability.

Among the geometric design elements, five variables are significantly associated with the occurrence of AVCs. Roadway segments with restrictive access control tend to have lower accident risk with fairly significant t-ratios for \( \lambda_1 \) (\( t = -35.753 \)), \( \lambda_2 \) (\( t = -15.973 \)), and \( \lambda_3 \) (\( t = -14.988 \)). Usually, highways with higher restrictive access control (e.g., interstates) also have more physical obstructions along the highway that may limit the crossing of animals. In this case, animals find it more difficult to access highways protected by physical obstructions, and consequently, the number of AVCs is smaller for the highways with more restrictive access control.

The variable, total number of lanes, is found to be significant at a 5% significance level for \( \lambda_1 \) (\( t = -9.761 \)) and \( \lambda_2 \) (\( t = -22.882 \)) but not \( \lambda_3 \). With an increase in the total number of lanes, the roadway becomes wider, increasing the crossing difficulty for animals. Thus, wider road segments may be less attractive for animals to cross and hence reducing the likelihood of AVCs.

As expected, longer roadway segment length appears to increase the occurrence of AVCs (\( \lambda_1 \): coef. = 0.499, \( t = 58.069 \), \( E_1 = 0.105 \); \( \lambda_2 \): coef. = 0.471, \( t = 17.042 \), \( E_2 = 0.099 \); \( \lambda_3 \): coef. = 0.912, \( t = 30.785 \), \( E_3 = 0.192 \)). This may be because the longer the roadway segment is, the more likely it is to segment animal habitats, between which

### Table 3

<table>
<thead>
<tr>
<th>Model details</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( \lambda_3 )</th>
<th>Evaluation criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>DP</td>
<td>(-0.049)</td>
<td>(-0.009)</td>
<td>(-0.009)</td>
<td>LL: 33.129, ( E_1 ) = 0.202</td>
</tr>
<tr>
<td>BP</td>
<td>(-0.049)</td>
<td>(-0.009)</td>
<td>(-0.009)</td>
<td>LL: 33.129, ( E_1 ) = 0.202</td>
</tr>
<tr>
<td>DIBP0</td>
<td>(-0.049)</td>
<td>(-0.009)</td>
<td>(-0.009)</td>
<td>LL: 33.129, ( E_1 ) = 0.202</td>
</tr>
<tr>
<td>DIBP1</td>
<td>(-0.049)</td>
<td>(-0.009)</td>
<td>(-0.009)</td>
<td>LL: 33.129, ( E_1 ) = 0.202</td>
</tr>
</tbody>
</table>

\( \lambda_1 \) = Speed limit; \( \lambda_2 \) = AADT; \( \lambda_3 \) = Truck percentage; LL: log-likelihood ratio index (Ben-Akiva and Lerman, 1985); \( \rho^2 \): Akaikes information criterion (Akaike, 1974); BIC: Bayesian information criterion (Schwarz, 1978; Liddle, 2007); \( \rho^2 \): mixing proportion; DP: diagonal inflated bivariate Poisson; DIBP: diagonal inflated bivariate Poisson; ZIBP: zero-inflated double Poisson.
### Table 5: The logit model for AVC

<table>
<thead>
<tr>
<th>Explanation variables</th>
<th>( \lambda_1 )</th>
<th>( \lambda_2 )</th>
<th>( \lambda_3 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>2.904</td>
<td>-1.141</td>
<td>-0.958</td>
</tr>
<tr>
<td>Annual average daily traffic (in thousands)</td>
<td>0.013</td>
<td>0.062</td>
<td>0.042</td>
</tr>
<tr>
<td>Restrictive access control (yes: 1; no: 0)</td>
<td>0.009</td>
<td>0.010</td>
<td>0.009</td>
</tr>
<tr>
<td>Total number of lanes</td>
<td>-0.198</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>Roadway segment length (feet)</td>
<td>0.495</td>
<td>0.004</td>
<td>0.004</td>
</tr>
<tr>
<td>Let shoulder width (feet)</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Right truck percentage (%): coef. = 0.780, ( t = 12.114 ), ( E_1 = 0.424 ); ( \lambda_2 : ) coef. = 0.105, ( t = 2.417 ), ( E_2 = 0.100 )</td>
<td>0.003</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>Total AVCs</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

animals will move. Similarly, more vehicle-miles are traveled on longer segments for the same traffic, number of lanes, etc. For the same per vehicle-mile traveled or per segment mile of length risk of collision a longer segment increases the total AVCs.

Both left and right shoulders are found to have an increasing effect on \( \lambda_1 \) (\( t = 9.718 \) for the left, \( t = 12.466 \) for the right) and \( \lambda_2 \) (\( t = 8.836 \) for the left, \( t = 11.340 \) for the right). Generally, drivers may have a broader view on roadways with shoulders. However, the results indicate that shoulders do not give drivers enough time to react to the appearance of animals because drivers tend to drive faster on segments with shoulders.

In terms of area types, three variables have significant impacts on the occurrences of AVCs: rolling area, mountainous area, and rural areas. In comparison with level terrain, rolling areas are associated with low numbers of reported AVCs (\( \lambda_1 : \) coef. = -0.302, \( t = -10.543 \), \( E_1 = -0.353 \)) and AVCs in the overlapping portion of the reported AVC and carcass removal data sets (\( \lambda_3 : \) coef. = -1.925, \( t = -20.152 \), \( E_3 = -5.855 \)). However, rolling areas are found to be associated with a higher number of carcasses (\( \lambda_2 : \) coef. = 0.105, \( t = 2.417 \), \( E_2 = 0.100 \)) than level terrain areas. The contradiction in the estimated coefficient values may imply that AVCs occurred in rolling areas are under reported compared with those occurred in level terrain areas.

In comparison with level terrain, mountainous areas tend to have a lower likelihood of AVCs (\( \lambda_1 : \) coef. = -0.958, \( t = -25.646 \), \( E_1 = -1.606 \); \( \lambda_2 : \) coef. = -0.182, \( t = -2.755 \), \( E_2 = -0.200 \); \( \lambda_3 : \) coef. = -0.027, \( t = -11.159 \)). This may be because in mountainous areas, people drive more carefully, and vehicles are also slower. Another possible reason is that carcasses may not be easily found or require removal when they come to rest in areas off of roadways. Similarly, roadways in mountainous terrain tend to be in valleys and tunnels which may limit the coverage of cell phone for reporting. Some might argue that animals should be also active in the mountainous areas, resulting in more AVCs. However, the valleys and tunnels may also impede animals’ movements because these geometric characteristics may physically separate different habitats. Therefore, animal crossing activities could be reduced.

Compared to highways in urban areas, those in rural areas are found to have more reported AVC and carcass removal records in both data sets (\( \lambda_1 : \) coef. = 0.560, \( t = 12.114 \), \( E_1 = 0.424 \); \( \lambda_2 : \) coef. = 0.780, \( t = 15.790 \), \( E_2 = 0.591 \); \( \lambda_3 : \) coef. = 19.984, \( t = 86.172 \), \( E_3 = 15.140 \)). This is under our expectation because animals are more active and populated in rural areas. However, looking at the overlapping portion of two data sets, this “rural effect” is more obvious (\( \lambda_3 : \) coef. = 19.984, \( t = 86.172 \), \( E_3 = 15.140 \)). This result highlights rural AVCs as a potential focus for future AVC research.

In terms of high density animal distribution areas, white-tailed deer habitat is associated with a higher \( \lambda_1 \) (\( t = 11.005 \)), as expected. Elk habitat is also found to have an increasing impact on \( \lambda_1 \) (\( t = 11.162 \)) and \( \lambda_3 \) (\( t = 18.102 \)). It makes sense that the areas with higher density animal distribution tend to have a higher AVC rate. However, mule deer habitat is not found to significantly affect the likelihood of AVCs. One main reason may be that the mule deer population distribution in Washington State is relatively uniformly and widely distributed and covers a large portion of the study routes.

In summary, speed limit, restrictive access control, and roadway segment length are the most significant explanatory variables affecting all \( \lambda \)'s (the absolute values of their \( t \)-ratios are over 10). According to the average elasticity values, rural area, restrictive access control, and terrain type (rolling or mountainous) have the most significant marginal effects on \( \lambda_3 \) (the absolute values of their average elasticity values are all over 5%). It should be noted that the posted speed limit is the only variable with the absolute values of all the average elasticity values being over 2% for all \( \lambda \)'s. Hence, reducing the posted speed limit could result in a reduction of AVCs effectively.
6. Conclusion

Animal-vehicle collision (AVC) is an important roadway-safety concern in many areas around the world. In order to investigate the contributing factors of AVCs, reported AVC and carcass removal data sets are commonly used in previous studies but these two significantly different data sets are usually analyzed separately. Although the two data sets complement each other, they have not been analyzed jointly. This paper applies a diagonal inflated bivariate Poisson (DIBP) regression model to fit these data sets concurrently. As an inflated version of the bivariate Poisson regression model, the diagonal inflated bivariate Poisson model outperformed other models because among the models (double Poisson, bivariate Poisson, diagonal inflated bivariate Poisson, and zero-inflated double Poisson) studied in this paper, the diagonal inflated bivariate Poisson models are the best-fitted models with the lowest AIC and BIC values. Functionally, the diagonal inflated bivariate Poisson model not only can handle under- or over-dispersed count data but also can model paired data sets with correlation.

The contributing factors of AVCs are identified by the DIBP1 model. Three dependent variables ($\lambda_1, \lambda_2$, and $\lambda_3$) are each linked with a group of explanatory variables including traffic elements, geometric design factors, and geographic characteristics associated with AVCs. Two traffic elements, speed limit and ADT, and two geometric design factors, shoulder width and roadway segment length, are found to have an increasing effect on the likelihood of AVCs. In terms of the variables of geographic characteristics, rural area segments tend to have higher numbers of reported AVCs and carcass removals. The areas with dense animal distributions, such as white-tailed deer and elk habitats, are also found to increase the occurrence probability of AVC.

In this study, the diagonal inflated bivariate Poisson model has been found effective in modeling AVCs. The methodology developed in this study may be applied to model other types of accident with two datasets of similar characteristics. Since the datasets used in this study happen to be over-dispersed, diagonal inflated bivariate Poisson's capability for handling under-dispersed data may be demonstrated in future studies. Moreover, comparisons between the diagonal inflated bivariate Poisson model and other multivariate models, such as bivariate negative binomial and bivariate Poisson-lognormal models, will be desired extensions of this study.

Although the diagonal inflated bivariate Poisson model is effective in predicting and assessing contributing factors of AVCs using concurrently the reported AVC and carcass removal data sets collected from the ten study routes in Washington State, more data are needed to further investigate the approach and accident causation. Transferability testing is also needed when applying this model to different animal types or locations. Moreover, it will be more desirable to investigate the potential contribution of time factors (e.g., day vs. night) in the future research since AVCs associated with a specific animal type may be more frequent in certain periods of a day.
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