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Abstract— Drivable region detection is challenging since various types of road, occlusion or poor illumination condition have to be considered in an outdoor environment, particularly at night. In the past decade, Many efforts have been made to solve these problems, however, most of the already existing methods are designed for visible light cameras, which are inherently inefficient under low light conditions. In this paper, we present a drivable region detection algorithm designed for thermal-infrared cameras in order to overcome the aforementioned problems. The novelty of the proposed method lies in the utilization of on-line road initialization with a highly scene-adaptive sampling mask. Furthermore, our prior road information extraction is tailored to enforce temporal consistency among a series of images. In this paper, we also propose a large number of experiments in various scenarios (on-road, off-road and cluttered road). A total of about 6000 manually annotated images are made available in our website for the research community. Using this dataset, we compared our method against multiple state-of-the-art approaches including convolutional neural network (CNN) based methods to emphasize the robustness of our approach under challenging situations.

I. INTRODUCTION

In recent years, Advanced Driver Assistance System (ADAS) has drawn both car manufacturers and researchers attention. Among various ADAS applications, drivable region detection has been considered as a fundamental step to solve various types of problem such as collision avoidance, path planning, and autonomous navigation. Different kinds of approaches have been developed to tackle these tasks using visible light cameras.

Earlier studies [2], [16], [21], [23] usually exploit the dominant orientation and the texture of scene to detect drivable road originating from a vanishing point. These approaches assume that the road is located in between the vanishing lines, however, the vanishing lines detection process is highly sensitive to noisy data and occlusions caused by objects on the road. Hoiem et al. [10], [11] propose to use a combination of features such as texture, line and pixel intensities in order to classify the scene segments, unfortunately, this method is not suitable to detect drivable regions.

Recently, many researches [6], [9], [20], [22], [25] presented multiple region-growing based approaches from initial samples in an unsupervised way. Dahlkamp et al. [6] proposed the use of the Gaussian Mixture Model (GMM) in an on-line learning manner to propagate the drivable region. In [20], Grow-Cut algorithm [24] is adopted to propagate the drivable region from road samples extracted by a semi-ellipse mask. These methods are effective for highly contrasted images, but tend to fail when the background and the foreground are not clearly distinguishable.

More recently, many works have been based on the convolutional neural network (CNN). Brust et al. [3] proposed convolutional patch networks which are learned to classify different image patches so that their results can be used for pixel-wise labeling by simple thresholding. In [19], pixel-level semantic segmentation architecture was proposed, and their results can be used for drivable region detection as a 2-class segmentation problem. As our best knowledge, however, CNN based drivable region detection in thermal domain has never been tried because of the lack of training dataset corresponding to the various thermal condition.

Commonly, the methods developed for visible light cameras are particularly sensitive to low light conditions and specular reflections, especially in a outdoor environment. Nowadays, several works propose to utilize alternative kinds of sensors to overcome these limitations. One of these alternatives is the use of thermal-infrared cameras which are very robust to bad illumination conditions. Choi et al. [5] proposed a multi-spectral imaging system in which the visible and thermal images are aligned thanks to a specific optical setup. This system has been designed for autonomous driving purposes to ensure a sufficient visibility even during the night. Other types of applications take advantage of such
Fig. 2: Overview of the proposed algorithm. First row shows the road propagation step in video after obtaining initialized drivable region and second row shows the on-line road initialization procedure.

type of heterogenous sensor, for instance in [12] Hwang et al. presented a novel multi-spectral pedestrian detection technique and showed that the thermal image can be useful to improve the detection performances. While, Kolli et al. [15] and Cheng et al. [4] propose to use thermal images for accident prediction by recognizing the driver’s emotion and activity.

In this paper, we propose a region-growing based road detection in the thermal domain to solve the problem originating from low light condition described in Fig. 1. More specifically, we focus our efforts on detecting safe drivable region for any type of road surface. To efficiently determine the drivable region, we first investigate initial sampling candidates from our scene-adaptive sampling method, and propagate this initialization using a label propagation approach. We further present a novel strategy to enforce the temporal consistency in a sequence of images with coarse-to-fine approach which gradually refines the optimal drivable region. We provide a large scale experiments to validate the robustness of the proposed method. To the best of our knowledge, this paper is the first to propose both, consistent experiments (with a considerably large number of images), and a freely available database (with ground-truth) for thermal camera road detection and navigation.

The rest of our paper is composed as follows: In Sec. II, we describe the overall system as well as the specific steps of the proposed algorithm. We then conduct comparative experiments in Sec.III. Finally, in Sec.IV, a short conclusion summarizes the contributions of this paper.

II. PROPOSED METHOD

In this paper, we propose a region-growing based road detection. Our approach consists in two stages: road initialization and road propagation for two successive images. In the road initialization step, we first roughly extract scene-adaptive road samples and find the optimal drivable area using a label propagation method. We then propose a strategy to efficiently estimate the drivable region in a video sequence by taking advantage of prior road information acquired over time. The overall system is shown in Fig. 2. The detail of each step is described in the following sections.

A. On-line road initialization

1) Road initial mask: In thermal domain, road has usually a homogeneous tendency (without sensor noise). We observed that this “texturelessness” can be useful to extract reliable road samples. Therefore, we utilize Gabor filter [14] to check the local homogeneity of the image. Thus, we extract all regions which are weakly responding to the Gabor wavelets [18] according to the Eq. (1)

\[
M_i = \begin{cases} 
I_{i\in\Theta}, & \text{if } T_{\Theta} < I_{i\in\Theta}, \\
0, & \text{otherwise}
\end{cases}
\]

where \(I_{i\in\Theta}\) is the intensity of the \(i^{th}\) pixel response to the Gabor wavelets filter \(\Theta\) (this filter has eight orientations and a rather large radius), while \(T\) is an arbitrary threshold to separate the weak and strong homogeneous regions. We then distinguish the potential road candidate parts \(M_i\) as shown in Fig. 3-(b) (red area) by selecting the region close to the safe road point located at the middle bottom of the image. This initial step is very generic and can be applied on most of the road surfaces in order to compute a reasonable road initial mask.

2) Label propagation: The road sampling mask is not accurate enough to finely detect the drivable region. However, it can be used to initialize the precise drivable region detection. For this purpose, we first over-segment the scene with a conventional superpixel algorithm [1] to improve the
computational efficiency and robustness to the sensor noise with not the pixel-level processing but the cluster-level. Thus, we calculate the clustered mean of intensity of all the pixels within each superpixel region, this value is attributed to all the pixels in the superpixel.

To precisely segment the drivable region, the detected road has to satisfy both local (connectivity between superpixels) and global conditions. For the global condition, we build a Gaussian probability model with the sampled thermal intensities obtained from the initial mask. Since the dimension in the thermal domain is one (monochromatic image), we select the number of Gaussian model \( k = 2 \) to separate the drivable region and the background. We further run a Expectation and Maximization (EM) algorithm until convergence. Lastly, we complete the global condition map by processing the superpixels that contain a high probability value. Fig. 3-(d) is the global condition map, where the white area is satisfying global conditions, while the black parts does not. However, the Gaussian stochastic model cannot reliably separate the thermal image into drivable region and background as shown in Fig. 3-(d). In order to compensate this problem, we further formulate a weighted local condition considering the connectivity of neighborhood superpixels under the two following assumptions:

1) The mean of intensity differences with surrounding areas calculated from sampled labels is similar on the road.

2) The thermal ambiguity increases with respect to the distance of the camera to the surface. This phenomenon is caused by the attenuation of the heat over distance.

The weighted local condition \( LC_i \) is modeled by the Eq. (2):

\[
LC_i = D_1 + \frac{(D_2 - D_1)}{M} \cdot (M - L_i)
\]  

(2)

where \( M \) is the height of the image, \( L_i \) indicates the distance of the \( i^{th} \) superpixel \( S_i \) to the bottom of the image (as described in Fig. 3-(e)), \( D_2 \) is the ambiguity weight term from Eq. (4). \( D_1 \) is the average of the intensity differences between the reference \( S_i \) -within initial road mask- and its neighbors (red circle in Fig. 3-(f)). This relation is formulated in Eq. (3):

\[
D_1 = \frac{1}{N_j} \sum_{j=1}^{N_j} \left( \sum_{k=1}^{N_{variable}} \frac{1}{N_{variable}} |I_i - \hat{I}_{ij}| \right)
\]  

(3)

and

\[
D_2 = \frac{1}{4N_j} \sum_{j=1}^{N_j} \sum_{i=1}^{N_i} |I_i - I_j|
\]  

(4)
Algorithm 1 Random Start Label Selection in Initial Road

1: procedure RANDINITROAD
2:     visited label $L \leftarrow \emptyset$
3:     road label $R \leftarrow \emptyset$
4:     for i ← 1 to $N_r$ do  \Comment{for all random initial labels}
5:         NextLabel $\leftarrow$ randi() mod $N_s$
6:         \Comment{$N_s$ the number of superpixels}
7:     end for
8:     $L \leftarrow$ NextLabel
9:     $R \leftarrow$ NextLabel
10: end procedure

Algorithm 2 Label Propagation

1: procedure LABELPROP
2:     global condition $GC \leftarrow$ GetGlobalCondition()
3:     local condition $LC \leftarrow$ GetLocalCondition()
4:     while NextLabel $\notin \emptyset$ do
5:         cnt $\leftarrow$ 0
6:         stack $\leftarrow$ 0
7:         for all $i \in$ NextLabel do
8:             $val_i \leftarrow$ Superpixel($i$)
9:             $I \leftarrow$ SearchNeighborLabels($i$)
10:            for all $ind \in I$ do
11:                if $ind \notin L$ then \Comment{Not visited yet}
12:                    $val_s \leftarrow$ Superpixel($ind$)
13:                    if $val_s \in GC$ & $|val_s - val_i| \in LC$ then
14:                        $cnt \leftarrow cnt + 1$ \Comment{Satisfy conditions}
15:                        stack($cnt$) $\leftarrow$ $ind$
16:                    end if
17:                end if
18:            end for
19:        end for
20:     NextLabel $\leftarrow$ stack
21: end while

where $N_{variable}$ is the number of neighboring superpixels of $S_i$ (which is variable from one superpixel to another) and $I$ is the intensity of of each neighboring superpixels. While, $N_s$ denotes the number of $S_i$ within the initial road mask and $I$ is the intensity of each $S_i$. Label propagation begins from randomly selected label inside the initial road mask as explained in algorithm 1. This initial stage is depicted in Fig. 4-(a). Then, road labels are transferred to the superpixels surrounding $S_i$ if it satisfies the global and the weighted local conditions simultaneously. This process is iterated until there is no remaining label to be propagated. The details of this process are described in algorithm 2, this process is also illustrated in Fig. 4.

Due to sensor noise and irregularities stem from motion blur, the propagation results can contain some artifacts, like branches and holes. Therefore, we refine these artifacts with Morphological Image Analysis (MIA) [13] filters and weighted median filter [26]. The erosion filter is utilized first to remove the branch artifacts. We then restore the amount of eroded drivable region with the same size dilatation filter. Finally, we fill the holes and render the result by applying a weighted median filter with five iterations.

B. Road Propagation in Sequential frames

In this section, we present a strategy to efficiently deal with consecutive images. Unlike the previous road or drivable region detection methods which only consider a single image [2], [16], [21], [22], our algorithm is designed to handle a video data through a coarse-to-fine approach by incorporating temporal information. Our method continuously check the amount of scene variation to determine if the detection needs to be tracked or reinitialized. If the scene has changed too much, it automatically reinitializes the road mask using the single image detection described in Sec. II-A.2. Note that in this section the presented algorithm still relies on the use of superpixels and clustered mean.

1) Coarse-to-fine drivable region estimation: In order to detect the drivable region sequentially, our algorithm first utilizes the previously extracted drivable region to roughly initialize the road detection in the current frame from this assumption: the road properties between two consecutive frames are analogous. For this initialization step, thirty percent of the previous drivable area are removed using erosion filter (green in Fig. 5-(b)) and enlarged with dilation filter (outside of the red in Fig. 5-(b)). The remaining area between these two regions is the uncertainty region where the refinement step has to be operated. Finally, the Grow-Cut [24] algorithm is applied in the uncertainty region to precisely segment the current drivable region.

The Grow-Cut algorithm is a strategy which ensures an accurate segmentation from roughly labeled image. In order to utilize this method, three kinds of labels are assigned to three different areas, a label (+1) to the superpixel belonging to initial road detection (green in Fig. 5-(b)), a label (-1) to the background area (red in Fig. 5-(b)). While a label (0) is enforced in the uncertainty area (gray in Fig. 5-(b)). Restricting the size of uncertainty area in which Grow-cut algorithm is applied reduces the background influence as analyzed in Sec. III. It results in more accurate segmentation. The initial...
superpixels labeled with ((+1), (-1)) \( I_a \) are propagated to the uncertainty area labeled with (0) \( I_d \), if the following condition is respected:

\[
(1 - \frac{\| I_a - I_d \|_2}{\max \| I \|_2}) \cdot \Delta_a > \Delta_d ,
\]

(5)

where \( I_a \) and \( I_d \) are mean value of the superpixels, while \( \Delta_d \) and \( \Delta_a \) are the strength of a superpixel respectively labeled \( I_d \) and \( I_a \). These strengths are initialized to 1 for the superpixels \( I_d \) and to 0 to the superpixels \( I_a \) (the range of variation of the strengths is [0 1]). If \( I_d \) is propagated to \( I_a \), its strength is updated in the following fashion:

\[
\Delta_d = (1 - \frac{\| I_a - I_d \|_2}{\max \| I \|_2}) \cdot \Delta_a .
\]

(6)

This process is reiterated until convergence as shown in the Fig. 4. For more specific explanation, please refer [24]. As a post-processing step, the propagated results are filtered by a weighted median filter [26].

2) Scene change: The appearance of the drivable area can be affected by multiple factors such as moving objects or speed bump. These occurrences can lead to a misdetection of the road. Hence, we propose a simple, but efficient approach to detect these failure cases in order to reinitialize the tracking. This failure case of detection is based on the use of normalized correlation indicator which can be expressed as follows:

\[
\rho_{\text{PH}} = \frac{\sum_{i=1}^{n}(P - \bar{P})(H_i - \bar{H})}{\sqrt{\sum_{i=1}^{n}(P - \bar{P})^2 \sum_{i=1}^{n}(H_i - \bar{H})^2} .
\]

(7)

where \( H \) is the histogram of the pixel-intensity within the drivable region mask in the current image, \( P \) is the histogram computed ten frames before, and \( n \) is equal to 255 since the histogram range is limited to [0 255]. If this correlation indicator decrease rapidly, the system is initialized. With this reinitialization strategy, our algorithm is robust to any appearance change of the road, regardless of on-road or off-road situation.

III. EXPERIMENTS

Dataset We performed experiments on three kinds of videos to show the effectiveness of our algorithm on thermal images. One of the video utilized is the Campus sequence from KAIST All-Day Benchmark. To cover diverse scenarios, we also captured two new sequences entitled Mountain and City. These new sequences have been acquired using a FLIR A655sc thermal camera which have a better spatial resolution (640×480). Since thermal infrared wavelengths cannot penetrate the glass, our thermal camera is mounted on the roof of vehicle for obvious reason. The first sequence, Campus, contains 3546 frames mostly consisting of on-road scene with clear lane marking. City (1313 frames) and Mountain (1087 frames) sequences are representative of daily life scene with many moving objects and off-road scene respectively. We manually annotated the ground-truth of drivable regions for all sequences (5946 frames). The sequence databases and ground-truth can be found in our website. The comparative evaluation results on each sequence are summarized in Table I with mean results. In addition, the qualitative results on a large sample of images are shown in Fig. 7 (these results are also available in our website).

Evaluation criterion In order to evaluate the performance of our algorithm on each frame, we adopt three quantitative pixel-wise metrics [7], [8], i.e. False Positive Rate (FPR), False Negative Rate (FNR), and ErrorRate as following:

\[
\text{FPR} = \frac{N_{FP}}{N_P} \times 100
\]

\[
\text{FNR} = \frac{N_{FN}}{N_N} \times 100
\]

\[
\text{ErrorRate} = \frac{(N_{FP} + N_{FN})}{(N_P + N_N)} \times 100
\]

where \( N_{FP}, N_{FN}, N_P, N_N \) are the number of pixels which respectively correspond to wrongly detected drivable region, wrongly detected non-drivable region, ground-truth of drivable and non-drivable region.

---

1https://sites.google.com/site/alldaydataset/

2https://sites.google.com/site/drivableRegion/
Overall the comparative results (Table I) show that our method outperforms other approaches except FCN [19], especially in the Mountain sequence. The proposed method can handle curved road scene thanks to our scene adaptive sampling mask (Sec. II-A). The proposed label propagation algorithm in Sec. II-A.2, and the strategy for successive images (presented in Sec. II-B) are very effective in the sequence City which contains many obstacles such as pedestrians and vehicles. Fig. 7 illustrates the stability of our method. For further analysis, we categorized each video sequence into five classes: Bump (speed bump), Obj (moving objects), Corner (right angle turn), Lane, Etc (miscellaneous situations) and analyzed the performance of our method for each class.

As shown in Fig. 6, moving objects and speed bump in each sequence are comparatively unfavorable to our algorithm. When the thermal camera mounted on the top of vehicle is facing moving objects, the shape of drivable region drastically changes between two consecutive frames. These rapid changes lead to a higher ErrorRate. However, even in these challenging situations, our algorithm never diverges thank to our reinitialization strategy. Meanwhile, corner in Campus sequence makes the drivable region well distinct from the background which is very favorable to detect drivable region (see Fig. 6-(a)).

B. Comparative evaluation

1) Comparison with hand-crafted feature based approach: Overall, the proposed method shows better ErrorRate. The GMM based method [6] searches background areas that have similar probability than the initial road samples. Therefore, it is prone to fail to detect clear drivable region even if exact initial road samples are extracted as shown in Fig. 7.

The general GrowCut method is only suitable for a limited range of images in the database when the road area is well distinctive from background. In other words, The GrowCut algorithm is very sensitive to cluttered background as shown in Fig. 7. On the other hand, our method shows quite stable ErrorRate, this can be explained by the use of sequential information which limit the segmentation to a smaller portion of the image, which drastically reduce the influence of the background. Furthermore, the sampling

---

3Some state-of-the-art road detection algorithms are designed RGB images only. To perform experiments, thermal images are processed onto three channels for these RGB based algorithms.
<table>
<thead>
<tr>
<th>Input</th>
<th>Classifier</th>
<th>GMM</th>
<th>VP</th>
<th>GrowCut</th>
<th>AlexNet</th>
<th>CN24</th>
<th>FCN</th>
<th>Ours</th>
<th>GT</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image" alt="Campus sequence" /></td>
<td><img src="image" alt="Classifier" /></td>
<td><img src="image" alt="GMM" /></td>
<td><img src="image" alt="VP" /></td>
<td><img src="image" alt="GrowCut" /></td>
<td><img src="image" alt="AlexNet" /></td>
<td><img src="image" alt="CN24" /></td>
<td><img src="image" alt="FCN" /></td>
<td><img src="image" alt="Ours" /></td>
<td><img src="image" alt="GT" /></td>
</tr>
<tr>
<td><img src="image" alt="Mountain sequence" /></td>
<td><img src="image" alt="Classifier" /></td>
<td><img src="image" alt="GMM" /></td>
<td><img src="image" alt="VP" /></td>
<td><img src="image" alt="GrowCut" /></td>
<td><img src="image" alt="AlexNet" /></td>
<td><img src="image" alt="CN24" /></td>
<td><img src="image" alt="FCN" /></td>
<td><img src="image" alt="Ours" /></td>
<td><img src="image" alt="GT" /></td>
</tr>
<tr>
<td><img src="image" alt="City sequence" /></td>
<td><img src="image" alt="Classifier" /></td>
<td><img src="image" alt="GMM" /></td>
<td><img src="image" alt="VP" /></td>
<td><img src="image" alt="GrowCut" /></td>
<td><img src="image" alt="AlexNet" /></td>
<td><img src="image" alt="CN24" /></td>
<td><img src="image" alt="FCN" /></td>
<td><img src="image" alt="Ours" /></td>
<td><img src="image" alt="GT" /></td>
</tr>
</tbody>
</table>

(a) Campus sequence: 3546 frames

(b) Mountain sequence: 1087 frames

(c) City sequence: 1313 frames

Fig. 7: Qualitative result samples.

method in [20] is based on a very rough approximation using a simple semi-ellipse on the bottom part of the image. In practice this assumption is not always valid and this drawback is particularly problematic when the vehicle faces a curvy road, therefore, the performance variance of this algorithm is very high in the mountain sequence.

Although the vanishing point seems relatively easy to compute in the Campus sequence, the VP does not perform well due to the noise and motion blur in the thermal images.

In the City sequence, many occlusions (objects on the road) complicate the computation of the vanishing point, it explains a relatively high ErrorRate in this sequence. The proposed method also shows better performances than the VP approach in the Mountain sequence which contains a lot of curved road frames.

The Classifier method shows comparable performances, although it is designed for scene understanding to separate three parts. However, as the Classifier just concerns approx-
imated ground parts in the scene, it is hard to estimate the exact drivable regions in non-trivial road scenes such as the Mountain sequence which contains only a few road pixels in some frames. Furthermore, it cannot handle moving objects as shown in Fig. 7.

As the proposed method is carefully designed for various situations, our approach outperforms many state-of-the-art techniques in terms of ErrorRate. Furthermore, in many robotics and autonomous vehicle applications, conservative choices might prefer to detect not just road area but the drivable region. For this reason, focusing on FPR rather than FNR is reasonable for the drivable region detection algorithms.

2) Comparison with deep learning based approach: As shown in Table I and Fig. 7, patch classification based approaches, AlexNet and CN24, do not suit for thermal-infrared based drivable region detection. This is attributed to the fact that thermal image is monochrome containing high similarity between background and drivable region. CN24, however, shows better results than AlexNet thanks to the spatial patch location prior.

The usage of combined local and global features in FCN helps to capture context within image, and it could boost the performance, especially in Mountain sequence. Therefore, FCN could show best performance. Our method is comparable to the method FCN in overall ErrorRate from Table I without supervised training. This is due to the robust spatial prior (such like global condition, local condition, and temporal reasoning) proposed in Sec. II. In terms of the applicability to various thermal environment in an unsupervised way, therefore, our method still effective for thermal infrared based drivable region detection.

IV. CONCLUSION

In this paper, we proposed an algorithm to robustly detect a drivable region with a thermal infrared camera. We present a novel scene-adaptive sampling technique and label propagation method. Also, our algorithm is suitable for video sequence by taking into account the temporal information between consecutive frames. We evaluated our method through a large number of experiments on three kinds of videos to demonstrate the robustness of our algorithm compared to other approaches. A detailed analysis proved that our algorithm is suitable for diverse shapes of road scene under various conditions.
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