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**Abstract**

Bacteria develop complex patterns depending on growth condition. For example, *Bacillus subtilis* exhibit five different patterns depending on substrate hardness and nutrient concentration. We present a unified integro-differential model that reproduces the entire experimentally observed morphology diagram at varying nutrient concentrations and substrate hardness. The model allows a comprehensive and quantitative comparison between experimental and numerical variables and parameters, such as colony growth rate, nutrient concentration and diffusion constants. As a result, the role of the different physical mechanisms underlying and regulating the growth of the colony can be evaluated.
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1. Introduction

In nature, bacteria cope with a wide range of environmental conditions. To take advantage of their surroundings, bacteria need to adapt to the external environment using various ways such as variation of movement, communication techniques and adaptation of their rate of reproduction [1–25]. If nutrients are deficient for a sufficiently long period of time, some strains of bacteria such as *B. subtilis* (*Bacillus subtilis*) enter a special stationary state of a spore, which enables them to survive until more favorable conditions return.

Laboratory experiments can test the growth of bacterial colonies under various environmental conditions, for example, by changing the amount of food (the peptone level), or the hardness of the substrate (the agar concentration) on which the bacteria grow in a Petri dish. With plenty of nutrients and a soft substrate, bacteria move individually inside the agar and reproduce at a maximal rate. However, when the agar is hard, bacteria have to cooperate and can only move collectively on top of the substrate.

Environmental conditions change the microscopic behavior of bacteria. As a result, the pattern of the entire colony may change, creating a morphology diagram [24,13,2]. Fig. 1 shows such a morphology diagram obtained by Rafols [2] for *B. subtilis*. The diagram is divided into five regions corresponding to different types of patterns, depending on the hardness of the substrate (horizontal axis) and the initial nutrient level (vertical axis) [2,13]. For high nutrient concentration and soft substrate, colonies form disk-like patterns. However, under harsher conditions, the colony exhibits a fractal-like shape as described in the next section, see also [1,5,6,26,27,9,26,13,28,16,24,25]. The main purpose of this article is to present a unified model that reproduces all the different patterns observed in Fig. 1 by varying only the initial nutrients level and two parameters that correspond to the hardness of the substrate. This approach
allows a comprehensive comparison between experimental and numerical variables and parameters, such as colony growth rate, nutrient concentration and diffusion constants.

**Biological background.** As explained above, the experimental morphology diagram of *B. subtilis* reproduced from [2,13] in Fig. 1 is divided into five regions, each corresponding to a different pattern. With high agar and poor nutrients (region A), the colony has a branched structure. Adding nutrients (region B), branches become thicker and the colony has a round shape. On the other hand, decreasing the agar percentage and keeping nutrient low (region E), conditions are harsh and a dense branching morphology is observed. However, with sufficiently high nutrients and soft substrate (region D), conditions are favorable and the colony forms an almost full disk. An interesting intermediate region occurs with high nutrient levels but moderate agar concentrations (region C). Then, bacterial colonies of some species, for example *B. subtilis*, can develop a ring-like pattern, suggesting that the colony alternates between two states—a fast expansion state similar to region D and a slow growth state, similar to region B [28]. Using our simulation results, in the following we give conditions under which ring patterns can occur and explain the phenomenon by alternating modes of movement, represented in the model by different types of diffusion.

Other bacterial species, for example *Proteus mirabilis*, have been found to form rings patterns [28,23,29]. It has been suggested that rings in *Proteus mirabilis* colonies are caused by a mechanism of alternating motility phases, more specifically, cyclic process of differentiation and de-differentiation of swimmers into swarmers [23,29].

Microscopic observations show that bacterial movement depends on the hardness of the substrate [2–5]. At very low agar concentrations (below 0.3%) bacteria move individually inside the agar. However, as agar powder creates a gel, the rigidity of the gel increases with the agar percentage [2–4]. Between 0.3 and 1% agar concentration some bacteria move on the surface while some inside [2]. However, bacteria can significantly change the physical properties of the medium, making it more suitable for bacterial movement, by secreting various materials such as enzymes, surfactants and other polymers [1,2]. At higher agar concentrations, the surface is semi-solid and bacteria cannot move at all inside. Instead, bacteria produce a layer of liquid to move in, essentially creating a lubrication layer to increase motility [2,4]. This is a collective endeavor that requires sufficient bacterial density. As a result, at medium and high agar concentrations the ability of bacteria to move depends on its density.

2. **Modeling bacterial colonies**

Different theoretical models describing the physical properties underlying pattern formation in bacterial colonies have been suggested and tested by simulations. The general approach underlying the models varies significantly. In [3,6,30,31], emphasis is given on the collective effect of bacteria on their environment. The main goal of [32] is to explore the ability of bacteria to differentiate into different types. Other models aim to expose the possible cell to cell interaction [33]. Many of these and other models take into consideration the influence of chemotaxis [1,5,18,31].

From the point of view of modeling, models can be divided into two main categories.

- Bacteria as discrete agents: The approach models bacteria, or an effective group of bacteria, as discrete self-propelled particles, moving and interacting with each other and the environment. In typical models, agents consume nutrients, multiply, sporulate or die [5,6,14]. This approach is particularly advantageous for modeling the internal state of bacteria, for example, energy levels or stress.
- Bacteria as a continuous density: The approach describes the evolution of the bacterial concentration function, typically in two-dimensions (2D) as a partial integro-differential equation, for example a reaction–diffusion equation. Additional constituents of the system, for example, nutrients, signaling factors and other chemicals or proteins are also modeled as a 2D density. See, for example [1,26,27,11,25].

In this paper, we follow the second, continuous, approach which allows us to model the large number of bacteria and directly compare simulation and experimental results.

Based on biological observations, we have constructed a unified reaction–diffusion model that reflects the experimental conditions. To our knowledge, this is the first model that explicitly takes into consideration the different component of the substrate hardness; agar concentration and lubricant creation by bacteria. This new description of substrate properties and its influence on the bacterial motion enables us to effectively capture the colony's expansion under different bacterial modes of motion (swarming, swimming). However, the model is essentially a phenomenological reaction–diffusion model. Such a modeling approach neglects many aspects of the bacterial dynamics such as surfactant production, run-and-tumble dynamics, signaling agents and more, [32] which are only captured in a phenomenological, coarse grained nature. None the less, this approach allows a quantitative comparison between experimental and simulation parameters such as diffusion coefficients and the bacterial and nutrient

![Fig. 1. (A) Experimental morphology diagram of *B. Subtilis*, reproduced from [2]. (B) Simulated patterns reproduce the experimental results. Simulations vary in initial nutrient concentration (y axis), agar concentration (x axis) and the bacterial diffusion coefficient.](image-url)
density, see Table 1. The comparison reinforces the applicability of the model in explaining the experimental data. Moreover, the model reproduces all five colony patterns of Fig. 1 and enables to relate the different patterns to different types of movement.

**Reaction–diffusion models.** Typical continuous models for bacteria pattern formation include two or three scalar fields, describing active bacteria density, denoted $b$, nutrient density, $n$, and possibly the density of non-active bacteria or spores, $s$. The rate of change in the bacterial density is generally given by

$$\frac{\partial b}{\partial t} = \nabla (D_b (n, b) \nabla b) + \beta (n, b) b - \mu (n, b) b. \quad (1)$$

The first term describes bacterial movement, the second reproduction and the last mortality. Nutrients diffuse and are being consumed by bacteria,

$$\frac{\partial n}{\partial t} = D_n \nabla^2 n - 3 \beta (b, n) b. \quad (2)$$

The factor $3$ multiplying $\beta$ is motivated in [1]. For short, we assume that bacteria need three times their weight in order to reproduce, one quanta for doubling body mass, one quanta used for movement and all other metabolic processes during the reproduction time.

In our model, inactive (dead or sporulated) bacteria do not influence active ones (active bacteria are located at the extremity of the colony while the inactive ones are inside). The concentration of inactive bacteria merely serves to keep track of the colony’s growth history [1]. Accordingly, its rate of change is given by

$$\frac{\partial s}{\partial t} = \mu (b, n) b.$$

### Biological consideration for $D_b$, $\beta$, and $\mu$

It is well known that some bacteria including B. subtilis are able to produce an extracellular “wetting” fluid that enables them to move on top of hard surfaces. Golding et al. [7,15] model this wetting fluid (also called a lubrication layer) by adding an equation to describe its local height above the agar surface. See Appendix A for details. Kutsuzeki [8], includes this dependence by assuming that the diffusion coefficient of the bacteria depends on the bacterial concentration, i.e., $D_b = D_0 b^k$. As a result, the movement of bacteria is given by non-linear diffusion that allows a sharp interface at the edge of the colony, in accordance with experimental observations. In Kawasaki et al. [9], $D_b$ depends also on the local nutrient concentration. The Kawasaki model does not include bacterial mortality. Instead, starved bacteria become immobile. Mimura [26] suggested using different diffusion terms for soft and hard agar concentrations. With a hard agar, bacteria move inside the lubrication layer and the diffusion parameter depends on bacterial density. However, when the agar is soft, the bacterial diffusion parameter is constant. Lacasta et al. [32] assume that $D_b$ oscillates between different kinds of bacterial diffusion during one simulation.

- The constant $k$ determines the diffusion type—linear or non-linear. When the agar is soft enough, bacteria swim individually inside the agar and diffusion is independent of the bacterial density, i.e., $k = 0$. However, when agar is hard, diffusion increases with the bacterial density, $k = 1$.

More precisely, we take $k$ to be a time-dependent parameter satisfying

$$k (t + \Delta t) = \begin{cases} 0 & a - \delta b \leq 0.6 \\ 1 & a - \delta b \geq 0.63 \\ k (t) & \text{otherwise}, \end{cases} \quad (3)$$

where $a - \delta b$ reflects the substrate hardness, it depends on two parameters: $a$, the percentage of agar (gr/100 ml) used in experiments and $\delta$ (10 cm$^{-1}$), a parameter modeling the effect of bacteria on the substrate through lubricant production (assumed linear for simplicity), we take $\delta = 0.077$. When substrate hardness is lower than a given threshold, bacterial diffusion is linear, as in patterns D and E. However, if the substrate hardness is higher than an upper limit, bacteria move collectively on the substrate and the lubricating liquid has a local influence on the bacterial movement, as in patterns A and B. This implies that the bacterial diffusion should depend on the bacterial density, i.e., $k > 0$, indicating a non-linear diffusion. See Appendix A for details. We assume a coexistence state between the two thresholds—if substrate hardness is below the upper limit but did not yet reach the lower one, bacterial diffusion will stay non-linear because hardness substrate is not sufficiently small to require bacterial re-adaptation to the substrate hardness. In the same way, if hardness substrate increases above the lower threshold but did not yet reach the upper one, bacterial diffusion will stay linear. The gap between the threshold values for linear and non-linear diffusions causes a mixed coexistence state in which both motion types can occur. The gap is crucial for formation of a robust ring pattern. In particular, rapid switching between the two diffusion types at an unrealistically high frequency may blur the ring pattern or smooth it out.

The model also includes an adaptation of the bacterial reproduction rate, $\beta$, to the average nutrient concentration, $N$. In order to be as close as possible to experimental findings, the reproduction rate, $\beta$, is assumed to depend on a global parameter, reflecting the relation between the composition of the substrate and the bacterial growth rate. When nutrients are abundant, the reproduction rate is taken to be constant. However, when the nutrients are low, we assume that bacteria reproduction depends linearly on local nutrients amount, as follows:

$$\beta = \begin{cases} 0.3 & N > 0.9 \\ n & N \leq 0.9, \end{cases}$$

where $N$ is the nutrients average given by

$$N = \frac{\int_A n \, dx \, dy}{\int_A dx \, dy}. \quad (4)$$

Here, $B$ is defined as,

$$B = \{ (x, y) \in A | b(x, y) > b_{\text{min}} \} \quad \text{with } b_{\text{min}} = 0.05 b_{\text{max}}.$$ 

In other words, bacteria in the colony can be in one of two states: in the first, reproduction rate is constant, while in the second it depends on the local nutrient concentration. Experiments show
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Motivated by these approaches, we distinguish between the hard and soft agar cases and define the bacterial diffusion to be $D_b = D_0 b^k$ where, the diffusion physical prefactor $D_0 (a)$ is a decreasing function of agar concentration, as shown in Table 1, where $a$ reflects the substrate hardness. In simulations, $D_0$ is determined in each simulation to adjust the experimental time.
that the reproduction process includes DNA replication beginning when the cell mass per origin chromosome reaches a particular value [34]. Once initiated, DNA replicates at a constant rate [12]. In addition, during the solidification phase of the concentric rings pattern (C), the reproduction rate is doubled because the colony invests more resources to reproduce and less in movements and lubricant production.

Note that N is determined by a global condition rather than a local one. This reflects the observation that bacteria in a colony can act in cooperation [17]. In our model, the qualitative form of the reproduction rate depends on a collective property of the entire colony. A possible mechanism that allows global colony-wide communication and coordinated growth rates has been suggested in [22] using a quorum sensing mechanism and involving several chemical communication agents. The physical details of this complex mechanism are beyond the scope of this paper. As a result, in order to simplify our model, we assume a global condition for the reproduction rate in the case of nutrient abundance. More importantly, we observe that replacing the global condition with an analogue local one does not yield satisfactory results, especially in forming uniformly growing ring patterns. This observation confirms the hypothesis suggested in [22] regarding a sophisticated colony-wide communication channels allowing bacteria to coordinate their internal state.

Finally, the mortality rate, \( \mu \), is assumed to depend on the local nutrients levels as \( \mu = 1/(1 + 4n) \). This implies that without nutrients, bacteria will become inactive (or spores) with rate, \( \mu(n = 0) = 1 \), while with a high concentration of nutrients, sporulation stops, \( \mu(n \gg 1) = 0 \). Note that the physical meaning of dimensionless expressions such as \( 1 + 4n \) can only be interpreted once a scaling between simulation and physical parameters is given, see the results section and Table 2.

**Implementation.** The model equations described above are solved numerically using a random computational lattice [8,35,10], which artifact is useful to eliminate symmetries due to the underlying lattice. We applied a Vectorizable Random Lattice, as detailed in Appendix B.

Initially, the active bacteria, \( b \), are distributed in a circle at the middle of the plate with smooth edges given by \( b(x, y, t = 0) = H(0.075\sqrt{x^2 + y^2}) \), where,

\[
H(r) = \begin{cases} 
1 & r < 1/3 \\
\frac{1}{6} \left( \frac{r - r_1}{r_2 - r_1} \right)^5 - 15 \left( \frac{r - r_1}{r_2 - r_1} \right)^4 + 10 \left( \frac{r - r_1}{r_2 - r_1} \right)^3 & 1/3 \leq r \leq 1 \\
0 & r > 1.
\end{cases}
\]

Nutrients have an initial uniform distribution, \( n(x, y, t = 0) = n_0 \) and \( s(x, y, t = 0) = 0 \).

### 3. Results

Numerical solutions with varying substrate hardness and initial nutrient concentration reproduce all the five bacterial patterns depicted in Fig. 1. Parameter values are listed in Table 1.

We find that the colony’s expansion rate, depicted in Fig. 2, is approximately linear in patterns A, B, D, E. This is in accordance with experimental measurements [2].

Of particular interest is the periodic ring-like pattern C. When agar-concentration is at a medium level (\( a = 0.7 \)), the bacterial movement alternates between linear and non-linear diffusion motions within a single simulation. The reason for this periodic behavior, as observed in simulations (see Fig. 4), is as follows: When the bacterial density reaches an upper limit they can create sufficient fluids, and the substrate becomes soft, enabling rapid motion due to the linear diffusion. As a result of the high expansion rate, the bacterial density at the edge of the colony decreases, increasing substrate hardness at the edge until the lower threshold is reached. This implies that bacteria cannot create enough fluid and therefore have a reduced motility through non-linear diffusion. The average bacterial density at the edge pattern C is shown in Fig. 3.

This behavior explains the ring-like pattern in the experimentally observed pattern C (Fig. 1). The growth of the colony is divided into two behavioral characteristics: consolidating and migrating. It has been found that a concentric ring-like pattern is formed by alternating the region D-like colony expansion (very fast) and the region B-like growth (very slow) [28]. These two phases occur one after the other periodically, each step lasting a few hours. Fig. 4 shows these two phases. When the substrate is soft bacteria move using the fluidity of the substrate and the diffusion is linear.

This is the first model that takes into consideration the different component of the substrate hardness; agar concentration and lubricant creation by bacteria. This new description of substrate softness and its influence on the bacterial motion enables us to reproduce the variety of bacterial motion. Diversity of bacterial motion reflects bacterial ability to adapt themselves to different environmental conditions [2,15,16]. Moreover, the model enables a quantitative comparison between experimental and simulation parameters, reinforcing its applicability to the experimental data.

**Quantitative comparison between experiments and simulations.** The purpose of this section is to show a direct correspondence between the physical quantities used in experiments and numerical values in simulations. We begin by comparing temporal, spatial and mass scales. Length scale: Both simulations and experiments terminate when a colony is about half-way through to the edge of the petri dish (diameter 8.8 cm) or the simulated domain 60 cells, on a lattice of 120 x 120 cells. Accordingly, each numerical cell is equivalent to roughly 0.7 mm.

In experiments, growth to a diameter of about 5 cm required about a month in region A, a week in region B, a day in regions C and E, and half a day in region D. In simulations, patterns A, B, D and E exhibit a constant growth rate as shown in Fig. 2. Growth rate of pattern C has two phases, a consolidation phase in which colony...
radius stay constant and a migrating phase in which the colony expand as shown in Fig. 4.

Fig. 5(A) shows that all growth rates are linearly dependent, indicating that each time step in the numerical simulation is equivalent to about one hour. We note that the comparison between simulated and experimental times should only be understood as a mean to estimate the scaling and orders of magnitude between model parameters and physical constants. For example, the initial conditions in simulations and experiments are fundamentally different. Experiments report a lag time until the colony starts to expand. This lag time, and possibly also the initial distribution of bacteria, depends on the experimental conditions. This is just another detail that is not been considered in our model.

Fig. 4(B) shows the experimental initial nutrients concentration vs. the analogue parameter, $n_0$, used in simulating the different patterns. This establishes the relation between the physical and numerical mass units, $b$ and $s$ are measured in number of bacteria per cm$^2$. Hence, we can convert it to units of mg per area by multiplying the bacterial number by $9.5 \cdot 10^{-13}$ g, the average weight of one bacteria.

The nutrient field, $n$, is either measured in gr/cm$^2$ or gr/liter. Using the considerations described above, 1 gr/l corresponds to 0.3 mg/cm$^2$. There is a linear correlation between the nutrient amount during the experiments and the initial nutrient amount of the simulation. Table 2 details the correspondence between all experimental simulation values.

4. Discussion

In this work we develop a reaction–diffusion model that takes into account both the physical properties of the substrate and the way bacteria can modify it. Both mechanisms affect the properties of the bacterial motion. This allows us to reproduce all five patterns appearing in the morphology diagram of \textit{B. Subtilis} within a single unified model. In region A, the non-linear diffusion creates branched patterns. Increasing the initial nutrient concentration, the gap between branches decreases, producing a thicker pattern, labeled B. These two cases have the same type of diffusion (non-linear) and also the same diffusion coefficient. The colony’s expansion rate is lower for Pattern A
than in B since the initial nutrient concentration in A is lower. As a result, simulations show that bacteria become in-active at a higher rate. Because in this regime, diffusion is non-linear, smaller $b$ implies effectively reduced motility. In the case of nutrient abundance and soft agar we get a disk like pattern colony, as in region D. In this case, diffusion is linear and reproduction rate is constant. Reducing the initial nutrients, the diffusion stays linear. However, the reproduction rate, which in this regime depends on the local amount of nutrients, decreases. This dependence of the reproduction rate on location is the source of the irregular fractal-like pattern E. Finally, when nutrients are high and agar concentration is at an intermediate value, the mobility of bacteria alternates between linear and non-linear diffusion. As described in the results section, when the density is sufficiently high, it has a critical influence on the substrate: by emitting fluid bacteria change the substrate from a medium-hard substrate on which they hardly move (non-linear diffusion) to a soft substrate on which they move easily (linear diffusion). This depends on the colony capacity to reach a critical density.

The unified modeling approach allows a comprehensive comparison between the experimental and simulated parameters and values. This is particularly important in complex models involving a large number of fitted parameters. In particular, we found linear relations between the colony’s growth rates and the initial nutrient concentration used in simulation and the experimental values across all different patterns. Diffusion coefficients and bacterial densities are also in accordance with experimental measurements.
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**Appendix A. Bacterial lubricant effect on bacterial movement**

Recall Eq. (3) describing the type of bacterial diffusion: linear for soft agar or non-linear when bacteria move collectively within a self-generated lubricating fluid. In the second case, the bacterial diffusion depends on the height of the lubricating fluid. Under certain assumptions, one can describe the dependence of the bacterial diffusion on the bacterial density.

In order to derive this, we will present a model taking into consideration the lubricating fluid, secreted by the active bacteria and its influence on the active bacterial motion. Then, we present some assumptions leading to a description of the fluid influence on the active bacterial motion through the active bacterial density [1].

Golding et al. [6] suggest an equation that describes the rate of change in the lubricant fluid height, $l$, as:

$$\frac{\partial l}{\partial t} = -\nabla \cdot l + \Gamma bn (l_{\text{max}} - l) - \lambda l,$$

(A.1)
where \( \vec{j}_b \) is the fluid flux, \( \Gamma \) is the rate of the fluid production and \( \lambda \) is the absorption rate of the fluid by the agar. In this model, fluid production depends on three parameters: active bacterial density, nutrients density, and height of the lubrication fluid. The production rate decreases as the amount of the lubrication fluid increases. However, the production term cannot become negative because the lubrication height cannot exceed a maximum threshold \( l_{\text{max}} \). In addition, the model assumes that the absorption of fluid into the agar depends on the local fluid height. Because each bacterium drags itself along the fluid surrounding it, the motion of the lubrication fluid depends on the flux of active bacteria. Since the fluid also diffuses, the fluid flux is described as:

\[
\vec{j}_f = -D_l \nabla l + j_f \vec{j}_b
\]

where \( D_l \) is the lubrication diffusion coefficient, \( \vec{j}_b \) is the active bacterial flux and \( j \) is the amount of fluid dragged by each bacterium. The diffusion term of the fluid depends on the height of the fluid to the power of \( \alpha/\beta \). Non-linearity causes the fluid to have a sharp boundary at its front, as observed in the experiments of the development of bacterial colonies.

In order to describe the active bacterial flux \( \vec{j}_b \), the model assumes that the friction is inversely related to the local lubrication height through some power law: friction \( \propto l^\gamma \) with \( \gamma < 0 \). As the bacterial motion is over-damped, the local speed of the bacteria (also the mean step length, neglecting collisions between bacteria) is proportional to the self-generated propulsion force divided by the friction. It can be shown that variation of the step length leads to variation of the diffusion coefficient, with the diffusion coefficient proportional to the step length to the power of two [1]. As a result, the bacterial flux is

\[
\vec{j}_b = -D_l l^{-2\gamma} \nabla b.
\]

Substituting (A.1) and (A.2) into (A.3) yields,

\[
\frac{\partial l}{\partial t} = \nabla \left( D_l l^{\gamma} \nabla l + j D_l l^{-2\gamma} \nabla b \right) + \Gamma b n (l_{\text{max}} - l) - \lambda l.
\]

The equation describing the rate of change of the bacterial density is then,

\[
\frac{\partial b}{\partial t} = D_b \nabla \left( l^{-2\gamma} \nabla b \right) + b n - \mu b.
\]

Active bacteria diffuse (first term), reproduce (second term) and become inactive (last term). As noted above, the diffusion of the active bacterial density depends on the lubrication height. In this case, the flux of the active bacterial density depends on time and position. In [6,7], such a model was used to reproduce the branching pattern A.

The following assumptions enable to describe the influence of the fluid by the dependence of the active bacterial density on the bacterial diffusion [1]:

- The production of lubricant, is proportional to the active bacterial density by a power of \( \alpha > 0 \) so that \( l \propto b^\alpha \).
- The lubricant is partially absorbed in the agar; the height of the lubricant that is absorbed in the agar is proportional to the lubricant height, which is also proportional to the lubrication height to the power of \( \beta > 0 \).

The production and absorption of lubricant occurs at times scales that are significantly shorter than diffusion scales. As a result, we can assume that the lubricant’s height is proportional to the active bacterial density to the power of \( \alpha/\beta \).

As noted above, we also assume that the friction is proportional to the lubricant’s height to the power of \( \gamma < 0 \). Given the above assumptions, the lubrication field can be removed from the dynamics and be replaced by a density dependent diffusion coefficient. This coefficient is proportional to the bacterial density to the power of \( k = -2\gamma \alpha/\beta \geq 0 \). To summarize, the diffusion term can be written as \( \nabla \left( D_l b^\alpha \nabla b \right) \). In the case of a hard substrate, when bacteria need to extract a lubricant fluid in order to move (patterns A and B in Fig. 1), \( k > 0 \). Simulation results for different \( k \) are shown in Fig. A.1.

When the substrate is soft enough, bacteria can move individually which suggests taking \( k = 0 \). As we can see from Fig. 3, there is a significant, qualitative difference between \( k = 0 \) and \( k > 0 \) cases. However, the precise value of \( k \) will only produce small quantitative differences between the patterns as long as it is strictly positive (and not too large). In general, large values of \( k \) typically imply wider, more separated fingers. Therefore, in our model we take either \( k = 0 \) or \( k = 1 \).

**Appendix B. Vectorizable random lattices**

In many examples requiring a numerical solution for complicated PDE models, symmetries in the underlying computational lattice can induce similar symmetries in the solution. To overcome this difficulty, we applied a Vectorizable Random Lattice (VRL). In a VRL, the sites are a set of randomly chosen points with uniform distribution. In order to construct the VRL, one defines a square lattice, called the reference lattice. Next, draw a random point in each cell while keeping a minimum distance between points. Any two points that are closer than this minimum distance are re-drawn. The minimum distance between the points controls the degree of randomness of the lattice.

In order to define the lattice cells, we compute the Voronoi diagram: Given a set \( N \) of \( M \) points, \( N = \{n_1, n_2, \ldots, n_m\} \), the Voronoi diagram is a partition of the domain into regions \( V(n_i) \) such that any point in \( V(n_i) \) is closer to node \( n_i \) than to any other point \( n_j \in N(j \neq i) \). The region \( V(n_i) \) is the first-order Voronoi cell for a node \( n_i \).

\[
V(n_i) = \{ x \in \mathbb{R}^d : d(x, n_i) < d(x, n_j) \forall j \neq i \}.
\]
Lastly, the constant is normalized by the area of site \(l\) that separates the min in the Voronoi diagram, here \(\text{computed as } [26]\). The area is similar to (B.2) and (B.3), only with modified weights which are symmetric with respect to interchanging \(i\) and \(j\).

In order to demonstrate the Laplacian definition \(\text{(B.2)}\) of a random lattice, we need to divide one Voronoi cell into triangles. \text{Fig. B.2} depicts a division of a Voronoi cell into triangles.

As noted above, the link between two lattice sites is perpendicular to the Voronoi facet. Therefore, if the triangle base is the Voronoi facet \(f_{ij}\), then the triangle height is \(l_{ij}/2\) (as it was noted before, the Voronoi facet or the continuation of it crosses the link of the Delaunay tessellation in the middle). As a result, the area of one triangle that makes the Voronoi cell can be described by the formula:

\[
a_{ij} = \frac{1}{2} f_{ij} \left( \frac{1}{2} l_{ij} \right) = \frac{1}{4} f_{ij} l_{ij}. \tag{B.4}\]

Finally, the area of the Voronoi cell is obtained by summing all the areas of the triangles that construct it,

\[
a_i = \sum_j \frac{1}{4} f_{ij} l_{ij}. \tag{B.5}\]

Combining (B.3) with (B.4) and (B.5) yields,

\[
w_{ij} = \sum_j \frac{4}{f_{ij}} \tag{B.6}\]

A more formal demonstration of \(w_{ij}\) is based on a Taylor series of the function \(\phi\) at point \(i\) [26]. Expanding to second order in the lattice constant,

\[
\phi_j = \phi_i + (x_j - x_i) \cdot \phi_{x|i} + (y_j - y_i) \cdot \phi_{y|i} + \frac{1}{2} \left[ (x_j - x_i)^2 \cdot \phi_{xx|i} + (y_j - y_i)^2 \cdot \phi_{yy|i} \right] + (x_j - x_i) (y_j - y_i) \phi_{xy|i}. \tag{B.7}\]

Next, let \(\alpha_{ij}\) denote the angle between the line connecting sites \(i\) and \(j\) and the \(x\) axis (see \text{Fig. B.3}). We have,

\[
x_j - x_i = l_{ij} \cos \alpha_{ij} \tag{B.8}
\]

\[
y_j - y_i = l_{ij} \sin \alpha_{ij}. \tag{B.9}\]

To get the same expressions as in \text{Eq. (B.7)} one can add 180° to \(\alpha_{ij}\), and consider \(\theta_{ij}\) instead. In this way we get,

\[
x_j - x_i = l_{ij} \cos \theta_{ij} \tag{B.8}
\]

\[
y_j - y_i = l_{ij} \sin \theta_{ij}. \tag{B.9}\]

Substituting into \text{Eq. (B.7)} yields,

\[
\phi_j - \phi_i = l_{ij} \cos \theta_{ij} \cdot \phi_{x|i} + (l_{ij} \sin \theta_{ij}) \cdot \phi_{y|i} + \frac{1}{2} \left[ (l_{ij} \cos \theta_{ij})^2 \cdot \phi_{xx|i} + (l_{ij} \sin \theta_{ij})^2 \cdot \phi_{yy|i} \right] + (l_{ij} \cos \theta_{ij}) (l_{ij} \sin \theta_{ij}) \phi_{xy|i}. \tag{B.10}\]

We simplify \text{Eq. (B.10)} by averaging angles over \([0, 2\pi]\),

\[
\phi_j - \phi_i = \frac{1}{4} \left[ l_{ij}^2 \cdot \phi_{xx|i} + l_{ij}^2 \cdot \phi_{yy|i} \right] = \frac{1}{4} l_{ij}^2 \left[ \phi_{xx|i} + \phi_{yy|i} \right]. \tag{B.11}\]

Combining (B.6) and (B.11) we obtain,

\[
\sum_j w_{ij} \cdot (\phi_j - \phi_i) = \phi_{x|i} + \phi_{y|i} = (\nabla^2 \phi)|_i. \tag{B.12}\]

\text{Fig. B.1. An example of a random computational lattice, generated by the algorithm described previously.}

\text{Fig. B.2. Division of a Voronoi cell into several triangles.}

\text{Fig. B.3. The angle } \alpha_{ij} \text{ is between the line connecting sites } i \text{ and } j \text{ and the } x \text{ axis.}
The discretization of $|\nabla \cdot (\psi \nabla \phi)|$ is obtained in a similar manner. We find that,

$$
\sum \frac{1}{2} w_{ij} \left( \psi_{ij} + \psi_{i+j} \right) \left( \phi_{ij} - \phi_{i+j} \right) = 
\left( \psi_{xx} \phi + \psi_{yy} \phi + \psi_{x} \psi_{y} \phi \right) 
= \nabla \left( \psi \left( \nabla \phi \right) \right). \tag{B.13}
$$
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