Label-free fingerprinting of tumor cells in bulk flow using inline digital holographic microscopy
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Abstract: Large-scale and label-free phenotyping of cells holds great promise in medicine, especially in cancer diagnostics and prognosis. Here, we introduce inline digital holography microscopy for volumetric imaging of cells in bulk flow and fingerprinting of flowing tumor cells based on two metrics, in-focus scattered intensity and cell diameter. Using planar distribution of immobilized particles, we identify the optimal recording distance and microscope objective magnification that minimizes the error in measurement of particle position, size, and scattered intensity. Using the optimized conditions and the two metrics, we demonstrate the capacity to enumerate and fingerprint more than 100,000 cells. Finally, we highlight the power of our label-free and high throughput technology by characterizing breast tumor cell lines with different metastatic potentials and distinguishing drug resistant ovarian cancer cells from their parental cell line.

© 2017 Optical Society of America

OCIS codes: (090.1995) Digital holography; (170.0170) Medical optics and biotechnology.

References and links

List of Symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_H, y_H$</td>
<td>x and y coordinates on hologram plane.</td>
</tr>
<tr>
<td>$x, y, z$</td>
<td>x, y, and z coordinates in reconstruction volume.</td>
</tr>
<tr>
<td>$I_H(x_H, y_H)$</td>
<td>Intensity distribution of hologram image.</td>
</tr>
<tr>
<td>$E(x, y, z)$</td>
<td>Complex amplitude distribution of images in reconstruction volume.</td>
</tr>
<tr>
<td>$I(x, y, z)$</td>
<td>Intensity distribution of images in reconstruction volume.</td>
</tr>
<tr>
<td>$h_{x_H, y_H}(x, y, z)$</td>
<td>Free space impulse response function from hologram plane ($x_H, y_H$) to reconstruction image plane ($x, y$) at a distance $z$ from hologram plane.</td>
</tr>
<tr>
<td>$h$</td>
<td>Height of the micro-channel.</td>
</tr>
<tr>
<td>$w$</td>
<td>Width of the micro-channel.</td>
</tr>
<tr>
<td>$L$</td>
<td>Length of the micro-channel/Frame.</td>
</tr>
<tr>
<td>$f$</td>
<td>Focal length of the lens/microscope objective.</td>
</tr>
<tr>
<td>$F_v$</td>
<td>Focus value of intensity gradient along axial direction in the reconstruction volume.</td>
</tr>
<tr>
<td>$Q$</td>
<td>Flow rate (µL/min).</td>
</tr>
<tr>
<td>$V_{x,y,z}$</td>
<td>Velocity of bead/cell in 3D volume.</td>
</tr>
<tr>
<td>$F$</td>
<td>Frame rate (frames/sec).</td>
</tr>
<tr>
<td>$NA$</td>
<td>Numerical aperture.</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Wavelength of light.</td>
</tr>
<tr>
<td>$FWHM$</td>
<td>Full-width-at-half-maximum.</td>
</tr>
<tr>
<td>$D$</td>
<td>Diameter of bead/cell (µm).</td>
</tr>
<tr>
<td>$I_{peak}$</td>
<td>Peak intensity of single core pixel of focused image of bead/cell in the reconstruction volume.</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Mean value of the distribution.</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>Standard deviation of the distribution.</td>
</tr>
<tr>
<td>$CV$</td>
<td>Coefficient of variance ($\sigma/\mu$) of the distribution.</td>
</tr>
<tr>
<td>$TR$</td>
<td>Drug resistant.</td>
</tr>
<tr>
<td>$S_e$</td>
<td>Sequential frame.</td>
</tr>
<tr>
<td>$S$</td>
<td>The forward scattering intensity collected within a 2° angle.</td>
</tr>
<tr>
<td>$C$</td>
<td>Concentration of beads/cells.</td>
</tr>
</tbody>
</table>

1. Introduction

Rapid developments in high-throughput high-content cell-based assays have offered great promise in the fields of basic biology and applied medicine, especially in the areas of drug screening and cell characterization, identification, and counting [1,2]. In particular,
characterization of cells using established microscopy and cytometry methods has relied heavily on fluorescent or other label-dependent techniques [1]. Although powerful, fingerprinting cells with fluorescent dyes and antibodies raises the concern of intervening with the biological activity of the cell and moreover antibody binding needs to be optimized to ensure sufficient signal to noise ratio. Additional issues include photobleaching of fluorophores, the short shelf-life of antibodies, and challenges in optimizing antibodies for specific protein targets. Thus, there is growing interest in developing non-invasive, label-free and high throughput techniques which require minimal cell manipulation, making them especially appropriate for analysis of primary cells [3].

In recent years, digital holography microscopy (DHM) has been explored as a powerful label-free technique for cell characterization [4]. The majority of prior works employing DHM have focused on two main areas of investigation. In the first case, off-axis DHM has been used to fingerprint static specimens of biological cells including red blood cells [5–8], blood and its constituents [9, 10], tumor cells [11], neurons [12], macrophages [13], and fibroblasts [14]. In the second case, inline DHM has been used to track particles or cells in bulk flow for enumeration purposes [15] or to quantify their trajectories [16, 17] or to characterize flow fields [18–21]. In the first case, the emphasis is on obtaining amplitude and/or phase information to establish label-free metrics to fingerprint cells; while in the second case, the emphasis is on precisely locating the three-dimensional position of the objects of interest in bulk flow. Building on these two lines of investigation, efforts are emerging to apply DHM to fingerprint biological cells in flow. As shown in Table 1, these works have characterized blood cells [22, 23], spermatozoon [24], planktonic organisms [25, 26], and tumor cells [27, 28].

Table 1. An overview of DHM studies in flow showing the capabilities demonstrated on fingerprinting biological cells.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Cell type</th>
<th>Readout</th>
<th>No. of cells analyzed</th>
<th>Additional remarks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sung et al. 2014</td>
<td>RKO Human Colon Canc cells, RPMI8266 multiple myeloma cells</td>
<td>Volume, dry mass, density, refractive index</td>
<td>60 per sample</td>
<td>Single line of cells</td>
</tr>
<tr>
<td>Merola et al. 2013</td>
<td>Spermatozoon</td>
<td>Biovolume of spermatozoon head</td>
<td>~80 total</td>
<td>Integrated with optical tweezers</td>
</tr>
<tr>
<td>Zetsche et al. 2015</td>
<td>Three separate single-celled nanoplankton species (all spherical ~5 μm diameter)</td>
<td>Six morphometric features (area, perimeter length, major and minor axis, eccentricity, and equivalent circular diameter) and six textural features (average gray level, average contrast, smoothness, skewness, uniformity, and entropy)</td>
<td>~200 per sample</td>
<td></td>
</tr>
<tr>
<td>Won Seo et al. 2014</td>
<td>Red blood cells +/- malaria infection (vertical focusing)</td>
<td>Cell diameter, maximum height, and volume</td>
<td>100 (also 2,000 counted)</td>
<td>Cells ordered in plane by sheath free fluid viscoelasticity</td>
</tr>
<tr>
<td>Vercruysse et al. 2015</td>
<td>Fixed lysed whole blood (granulocytes, monocytes and lymphocytes)</td>
<td>Cell diameter and granularity</td>
<td>1,000 per sample &lt;10,000 total</td>
<td>Compact lens-free in-line holographic microscope – line of cells</td>
</tr>
<tr>
<td>Present Study</td>
<td>Breast cancer cell lines (MDA-MB-231 and MCF7) and ovarian cancer cell line +/- drug resistance</td>
<td>Cell diameter and maximum intensity</td>
<td>0.1 million cells per sample</td>
<td>Recording time 10 seconds in bulk flow</td>
</tr>
</tbody>
</table>
Despite these very recent advances to analyse cells in flow, a major gap exists in terms of characterizing a large population of cells, i.e. \( \geq 10^5 \) cells. Studies listed in Table 1 have not focused on large-scale phenotyping of cells, as most of the studies analysed one-dimensional trains of cells in smaller image volumes, thereby fingerprinting a small number of cells. Large-scale phenotyping of cells is especially important in cancer research, where a minority of diseased cells need to be identified among a background of other cell types, for example, in tumor biopsies, pleural effusions and fine-needle aspirates [32, 33]. Moreover, tumor cells are known to be heterogeneous, necessitating large-scale cellular phenotyping to determine sub-populations. A similar need exists for identifying drug resistant tumor cells in patient samples.

Optical advances have significantly increased the throughput and resolution achievable by holographic techniques. For example, the inline DHM reported in [34–37] achieves large field of view with a lens-less in line approach and has demonstrated high resolution images of cells, pathogens and worms in a portable, cost effective configuration. Similarly, a new technique [38, 39] using off-axis DHM provides imaging with unlimited field-of-view by generating synthetic interferograms of objects in flow. This technique can be used to achieve high throughput imaging of cells in flow.

Here we introduce a second, complementary approach to achieve large-scale fingerprinting capabilities by applying a well-established optical configuration to record simple, but useful, optical signatures characterizing tumor cell in bulk flow. We quantify the in-focus scattered intensity and size of tumor cells, and use these metrics to fingerprint cell populations. Given that large-scale sampling of cells may sacrifice accuracy in fingerprinting, we study the effect of DHM recording parameters and evaluate the errors associated with our metrics. We then apply our methodology to enumerate tumor cells in bulk flow. Finally, we illustrate the benefits of our method with two demonstrative applications – first is to characterize tumor cell lines with different metastatic potential, and the second is to distinguish drug resistant tumor cells from their normal counterparts.

### 2. Theoretical background

The finger-printing of cells i.e. determination of diameter and axial and transverse intensity profiles of focused images of cells in bulk flow using inline-DHM involves the following steps: (i) the sequence of holograms of cells is recorded by a CMOS camera and stored in a computer, (ii) the holograms are reconstructed numerically and images of cells are generated in full volume, (iii) the cells are characterized i.e. \( x, y, \) and \( z \) coordinates of cells at their best focus in the reconstruction volume are determined. Thereafter, finger-printing of cells is carried out. In the following sections, the recording of holograms, their numerical reconstruction, and characterization and finger-printing of the cell image field using inline-DHM are discussed.

#### 2.1 Hologram recording

The present study uses an inline configuration of digital holography microscopy (Fig. 1). The sample volume is illuminated by a collimated beam of laser light. The scattered light (object beam) and the non-scattered light (reference beam) interfere in an imaginary plane (focal plane of the microscope objective) that is located close to - but outside - the imaged sample volume. The hologram is magnified by the microscope objective and imaged onto a CCD sensor. The magnification of the hologram allows imaging of microscopic fringes generated by micron-sized beads and cells. The intensity of the hologram on the focal plane of the microscope objective is denoted by \( I_H(x_H, y_H) \).

#### 2.2 Numerical reconstruction

The plane-wise 3D numerical reconstruction of cell images in the full sample volume from the 2D digital hologram is carried out using the angular spectrum method [40–42]. This
method does not involve the Fresnel approximation. The complex amplitude of a reconstructed image \( E(x,y,z) \) on each plane is obtained by convolving the hologram function \( I_h(x_H,y_H) \) with the impulse response function \( h(x,y;x_H,y_H) \) as:

\[
E(x,y,z) = I_h(x_H,y_H) \otimes h(x,y;x_H,y_H)
\]  

(1)

In the above expression, \( x_H, y_H \) and \( x, y \) and \( x_H, y_H \) and \( z \) are the spatial coordinates in the hologram and reconstructed image planes respectively, and \( z \) is the depth wise reconstruction distance.

The complex amplitude of the reconstructed image \( E(x,y,z) \) in Eq. (1) can be effectively calculated by employing a fast Fourier transform (FFT) as follows:

\[
E(x,y,z) = \mathcal{F}\{I_h(x_H,y_H)\} \times \mathcal{F}\{h(x,y;x_H,y_H)\}
\]  

(2)

where, \( \mathcal{F}\{ \} \) and \( \mathcal{F}^{-1}\{ \} \) denote the FFT and inverse FFT respectively. The focused image of each bead or cell in the reconstruction volume can be obtained from three-dimensional intensity distribution of reconstructed image which can be obtained from Eq. (2) as follows [42]:

\[
I(x,y,z) = |E(x,y,z)|^2
\]  

(3)

It may be noted that the obtained reconstructed image is not magnified compared to the recorded object as the image is reconstructed from the original hologram (non-magnified).

Fig. 1. Schematic layout of the inline Digital Holography Microscopy setup.

2.3 Procedure for fingerprinting beads and tumor cells

The numerical reconstruction of each hologram provides the intensity distribution at various transverse planes over the full reconstruction volume. The gradient of axial intensity of the cell (or bead) inside the reconstruction volume is used to determine its plane of best focus.

The following steps are used to determine the particle location, size, and peak value of intensity in the focused image (see Fig. 2):

1. The background noise from every hologram is eliminated prior to its reconstruction. In the present study, the background noise is generated for each raw hologram by averaging the 100 raw holograms centred around the hologram being processed. The pixel intensity at given location in each hologram is then divided by the background
intensity to obtain the noise-free hologram. Figure 2(A) shows a sample raw hologram, the background noise and noise-free hologram.

2. Numerical reconstruction is pursued on the noise-free hologram using Eqs. (2) and (3) to obtain the intensity distribution in the full image volume. Figure 2(Bi) shows the hologram of a bead cropped from the noise free hologram in Fig. 2(Aiii). Figure 2(Bii) demonstrates the depth-wise numerical reconstruction of the full volume in which the bead is located.

3. All images in the reconstruction volume are projected on a 2D image. Figure 2(Biii) shows the 2D image obtained by projecting the maximum intensity value of each pixel along the z-direction from all images in the full reconstruction volume of Fig. 2(Bii).

4. The projected 2D image is then converted into a binary image using a threshold value automatically calculated based on the signal-to-noise ratio of the reconstructed image as described in [45]. Figure 2(Biv) shows the binary image obtained from Fig. 2(Biii). The central x, y coordinates of the bead are determined from the binary image using the morphological technique as described in [46].

5. Once the x and y coordinates are determined, the z coordinate of the bead/cell is determined using the intensity gradient along the z-direction in the reconstruction volume. The gradient of intensity along the z-direction, \( \nabla F(z) \), is determined using the Laplacian of intensity as follows [16]:

\[
F_z(z) = \sum_{x,y} \left( \nabla^2 I(x, y, z) \right)^2
\]  

Where, the summation is carried out over 3 × 3 pixels about the center of the bead/cell image on each reconstruction plane. The location where the focus value \( F_z(z) \) shows the maximum is the plane of best focus of the bead, as shown in Fig. 2(Bv).

6. Once the best focus plane is located in the reconstruction volume, the fingerprinting i.e. size and intensity information of the bead/cell can be obtained. The size of the bead/cell is determined using the lateral intensity profile along the line passing through the center of the focused image. The distance between two minima about the central maxima provides the diameter of the bead/cell. The maximum value of intensity \( I_{max} \) corresponding to single bright pixel in the focused image as shown in Fig. 2(Bvi) is recorded, and taken as a second signature of each bead or cell.

7. We implemented this procedure in MATLAB. Using the desktop computer (Intel(R) Core (TM) i7-4790 @ 3.60GHz, RAM: 8.00GB) it takes 1.94 hours to analyze 1000 holograms.

The above steps were used to determine the metrics used in this study. Two additional considerations warrant discussion:

First, the effect of channel walls on the intensity of focused image of cells. In this study, the channel walls are transparent, flat and smooth. Therefore, top and bottom walls don’t affect the signal unlike in the study of [20] where the bottom wall is structured. But, sidewalls might deteriorate the signal due to the interference patterns generated by the difference in the index of refraction between sidewall and nearby fluid. To minimize the effect on determination of intensity of focused images of cells, the static pattern near the wall was removed by dividing each hologram intensity with the background intensity and those cells which fall within 25µm (slightly higher than average cell diameter) from each sidewall have been excluded in the analysis.
Second, the present research work aims to characterize non-adherent, slightly nonspherical cells that might cause them to roll as they are flowing the channel. We observed the intensity of cell images at different x-locations (i.e. along the trajectory of the cell) doesn’t vary significantly and remains within 10% variation. Therefore, the intensity of light scattered from these cells included in this study in the forward direction is not expected to be significantly affected by the orientation or random rolling of the cells.

![Image](image.png)

**Fig. 2.** The procedure for fingerprinting of beads and tumor cells using inline-DHM is outlined: (A) shows the background correction of a representative raw hologram of polystyrene beads (i). The background hologram (ii) is generated for each raw hologram by averaging the 100 raw holograms centered around the hologram being processed. The noise-free hologram (iii) is generated by dividing pixel by pixel intensities of (i) by (ii). (B) shows the procedure for the numerical reconstruction of each bead or cell.

### 3. Materials and methods

#### 3.1 Planar test target and bead samples

In the present study, polystyrene beads (Polyscience Inc., NIST traceable polystyrene beads) of size, \( D = 15.13\,\mu m \pm 6\%\), and of stock concentration of 1 vol% in water have been used. The bead samples were made by mixing water (1mL) and stock suspension (20µL). This sample was used in bulk flow to validate DHM measurements of particle size and maximum intensity. We also used the same sample to prepare the planar test target to study the influence of recording parameters and evaluate errors. The planar test target was prepared by
sandwiching 10µL of the bead sample between two cover slips (24mm × 50mm × 0.17mm; Thermo Scientific) separated by the same coverslips as spacers.

3.2 Tumor cell and culture

Breast tumor cell lines MDA-MB-231 (passage 9, purchased from ATCC, Manassas, VA) and MCF-7 (passage 10, provided by Dr. Lauren Gollahon at Texas Tech University) were cultured in DMEM media supplemented by 10% fetal bovine serum (FBS), 1% penicillin-streptomycin solution (Gibco) and 1nM sodium pyruvate. Ovarian cancer cell line SKOV-3 and matching paclitaxel-resistant clone, SKOV-3-TR were the generous gift of Dr. Xinli Liu at College of Pharmacy, University of Houston, Texas [43]. SKOV-3 cells were grown in McCoy's 5A medium supplied with 10% FBS; SKOV-3-TR cells were maintained in the same medium containing 0.75mM of paclitaxel for two weeks culture prior to imaging. Immediately prior to DHM imaging, adherent cultured cells were detached by incubating with trypsin/EDTA solution, neutralized with serum and resuspended in phosphate buffered saline. Cells were filtered through a 30µm pre separation filter (Miltenyi Biotec) and adjusted to the designated concentrations by further dilution with phosphate buffered saline.

3.3 Microfluidic device fabrication and operation

The microfluidic channels of width, \( w = 1000 \mu m \), and height, \( h = 350 \mu m \), were fabricated using soft lithography [44]. Negative photoresist (SU-8 2050) were used to make the mold. Polydimethyl siloxane (PDMS) prepolymer and curing agent were mixed in a 10:1 ratio, degassed, poured on the mold and cured for a minimum of two hours at 65° C. The PDMS replica was cut with a scalpel and peeled. Inlet and outlet reservoirs were defined by punching holes and the channel was irreversibly bonded to a glass slide 25mm × 75mm × 1mm; Fisher) after exposing the bonding surfaces of the PDMS device and glass slide to plasma for 2 minutes.

3.4 Digital holography microscopy setup

Figure 1 shows the schematic of the front view of the inline-DHM experimental arrangement which consists of a laser, a spatial filter and collimator assembly, and an inverted optical microscope (IX-71, Olympus Inc.). A He-Ne laser (10mW, \( \lambda = 0.6328\mu m \), Thorlabs) is used as a light source, operating in continuous wave (CW) mode. The laser beam is filtered and expanded by a spatial filter assembly consisting of a pinhole (25µm diameter) and a microscope objective (10x, \( NA = 0.25 \); Thorlabs). The expanded beam is then collimated using a plano-convex lens (focal length, \( f = 100mm \), Thorlabs). The diameter of the collimated beam is approximately 5mm. This collimated beam of laser light illuminates cells or beads flowing in the microfluidic channel. The flow through the channel is generated by a syringe pump (KD Scientific). The cross-sectional dimensions of the channel are 1000(\( y \) × 350(\( z \) µm). The 2D hologram of cells or beads is generated in the focal plane of the microscope objective (\( M = 10x, NA = 0.25 \) and \( M = 20x, NA = 0.40 \); Thorlabs) of the optical microscope. The magnified image of the hologram is recorded on a CMOS camera (Phantom v310, Vision Research) at a resolution of 512x512 (20µm/pixel) and 12-bit gray level quantization. The recoded holograms were transferred to a computer for numerical reconstruction and data analysis. Table 2 presents the experimental parameters used in this study.
Table 2. The experimental parameters used to capture sequence of holograms of cells using DHM.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Concentration of cells, $C$</td>
<td>0.3 million per mL</td>
</tr>
<tr>
<td>Channel dimensions</td>
<td>$1 \text{mm (x)} \times 1 \text{mm (y)} \times 0.35 \text{mm (z)}$</td>
</tr>
<tr>
<td>Microscope magnification, $M$</td>
<td>10x, 20x</td>
</tr>
<tr>
<td>Pixel size</td>
<td>20 $\mu$m</td>
</tr>
<tr>
<td>Pixel number per frame</td>
<td>$512 \times 512$</td>
</tr>
<tr>
<td>Frame rate, $F$</td>
<td>100 fps</td>
</tr>
<tr>
<td>Flow rate, $Q$</td>
<td>1400 $\mu$L/min</td>
</tr>
<tr>
<td>Volume of sample imaged per frame</td>
<td>0.35$\mu$L</td>
</tr>
<tr>
<td>Number of cells imaged per frame</td>
<td>105</td>
</tr>
<tr>
<td>Number of frames analyzed in each sample</td>
<td>1000</td>
</tr>
<tr>
<td>Number of beads/cells analyzed in each sample</td>
<td>105,000</td>
</tr>
</tbody>
</table>

4. Results and discussion

4.1 Influence of DHM recording parameters and evaluation of errors

In this section, the effect of the recording distance and the magnification of the microscope objective on the accuracy of the axial position, size, and peak intensity of beads in the focused image is determined. We used the planar test target consisting of a monolayer of polystyrene beads (see Fig. 3) to optimize the operating conditions and quantify the errors on the metrics used for fingerprinting. The holograms of beads at two magnifications, $M = 10x$ and $20x$, were recorded at different $z$ values in the range 200 - 1000$\mu$m. Each hologram image was reconstructed at 200 planes with a 2$\mu$m interval between successive planes.

Figure 4 demonstrates qualitatively the effect of recording distance and magnification of microscope objective on interference pattern of beads. Three observations can be made from the images shown. First, at recording distance $z = 0$, the images of beads appear as bright spots at the centre with sharp outer boundaries because beads fall on the focal plane of the objective. Second, as the recording distance increases, circular fringe patterns appear which grow and expand outward with increase in the recording distance. The outward expansion of
circular fringes introduces loss of high frequency information at the edge of the recording sensor. Third, as the magnification increases the numerical aperture of system increases which results in gain in high frequency information. Also, the fringes are more resolved at higher magnification. We expect that the gain in resolution and high frequency information at 20x magnification improves the axial accuracy of reconstructed images of beads compared to 10x magnification.

Fig. 4. Digital holograms of static polystyrene beads of 15µm diameter, at magnifications of 10x [(a) – (d)] and 20x [(e) – (h)]. The recording distance from the focal plane of microscope objective is shown at the top of the first row of images.

To demonstrate the effect of objective magnification on determining the axial location of beads, we use the holograms recorded at z = 300µm as a representative case, and show the resulting analysis in Fig. 5. At both 10x and 20x magnification, data in Fig. 5(a) shows that the calculated average z-location is 300 µm, consistent with the actual z-location of the recorded holograms. In particular, Fig. 5(a) and 5(b) indicate that as magnification increases from 10x to 20x, the root mean square error in axial location ($z_{rms}$) decreases from 0.47 to 0.21D, where D is the bead diameter. Similarly, Fig. 5(c) and 5(d) demonstrate that the full width at half maximum (FWHM) of axial profile of focus value ($F_v$) decreases from 1.06D to 0.67D. This indicates that as the magnification increases the error in determining the location of the best-focused z-plane decreases. The reason is that at higher magnification the numerical aperture of the system is higher which allows better resolution of the fringes as well as reduces loss of high frequency fringes.
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Fig. 5. Reconstructed axial positions (a, b) and ensemble average of axial intensity profile (c, d) of polystyrene beads in the planar test target, evaluated at magnifications of 10x (a, c) and 20x for the representative case of $z_{\text{avg}} = 300 \mu m$. The number of beads analyzed is, $N = 120$ and 55 at magnification 10x and 20x respectively. The root mean square error in determining axial position ($z_{\text{rms}}$) is 0.47D and 0.21D at 10x and 20x magnification respectively. Likewise the full width at half maximum (FWHM) values of the axial intensity profile are 1.06D and 0.67D corresponding to 10x and 20x respectively. Here $D$ is the mean diameter of the beads.

Figure 6 extends the analysis performed in Fig. 5 across the entire $z$-range and illustrates the effect of recording distance and magnification on axial accuracy of reconstructed images of beads. We find that the error in axial position ($z_{\text{rms}} / D$) generally tends to increase with the increase in recording distance ($z$). This is due to increasing loss of high frequency fringes and decrease in numerical aperture of the system with increase in recording distance. In addition, similar to the result in Fig. 4, we observe that across the entire $z$-range, the error in determining the axial position is lower for higher magnification. Finally, when the recording distance varies from $z = 100 - 500 \mu m$, we find that the axial error is minimal, with approximately 0.5D and 0.25D at 10x and 20x magnification respectively.
Fig. 6. Influence of recording distance and magnification on the error in locating the axial position of beads in the planar test target sample. Here $z_{\text{rms}}/D$ is the root mean square error in the axial position, normalized with the mean bead diameter, $D$.

Next, we evaluated the influence of recording distance and objective magnification on the errors associated with determining bead size. As shown in Fig. 7, we find that the average bead diameter obtained from reconstructed images at both magnifications is in excellent agreement with the actual diameter reported for the polystyrene beads. Furthermore, we observe that the error calculated from the diameter distribution does not vary significantly with magnification but tends to increase with the recording distance. This increase in error with recording distance is most likely stemming from the error in determining the axial location of the beads (c.f. Fig. 6).

Fig. 7. The distribution of polystyrene bead diameter calculated at different recording distances, $z = 200, 300, 500, 700,$ and $1000 \mu m$ and at magnifications, $M = 10x$ and $20x$. The inset shows the mean diameter ($D$) and coefficient of variance ($CV$). The manufacturer reported $D$ and $CV$ is $15.13 \mu m$ and $6\%$ respectively.
In addition to determining the influence of recording distance and objective magnification on bead size, we also investigated the effect of these two parameters on the maximum intensity \( I_{\text{max}} \) calculated from reconstructed images. Table 3 shows the mean value \( \mu \) of \( I_{\text{max}} \) at each recording distance is higher for higher magnification due to higher numerical aperture of later. In addition, we find that the coefficient of variance \( CV \) is close to 30% for all recording distances. It does not vary significantly from recording distance \( z = 200\mu m \) to \( 500\mu m \) but, it increases slightly for \( z > 500\mu m \) at both magnifications.

Table 3. The distribution of maximum intensity \( I_{\text{max}} = \mu \pm CV(\%) \) corresponding to single pixel of core of focused image of beads in the reconstruction volume at different recording distances, \( z = 200, 300, 500, 700, \) and \( 1000\mu m \) and at magnifications, \( M = 10x \) and \( 20x \) where, \( CV \) is coefficient of variance.

<table>
<thead>
<tr>
<th>Magnification (M)</th>
<th>Recording distance (z) (µm)</th>
<th>200</th>
<th>300</th>
<th>500</th>
<th>700</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>10x</td>
<td>2.28 ± 27</td>
<td>2.31 ± 27</td>
<td>2.3 ± 30</td>
<td>2.07 ± 32</td>
<td>2.09 ± 39</td>
<td></td>
</tr>
<tr>
<td>20x</td>
<td>14.5 ± 27</td>
<td>14 ± 28</td>
<td>14.17 ± 27</td>
<td>9.33 ± 31</td>
<td>6.93 ± 35</td>
<td></td>
</tr>
</tbody>
</table>

In general, the high \( CV \) observed in the analysis of maximum intensity can be attributed to several factors including polydispersity in particle size, axial error in determining particle centroid, Gaussian profile of illuminating light, spatial distribution of beads and local variation of refractive indices of beads [47]. A previous study [48] had showed that \( S = 0.15D^3 \), where \( S \) is the forward scattering intensity collected within a \( 2^\circ \) angle, for particles with a refractive index greater than 1.52 and suspended in water This indicates that the forward scattered light has cubic power dependence on the size of the beads. Given that our beads have a \( CV \) of 6%, this relation predicts that the associated \( CV \) in scattered intensity is 19%. Thus, the high \( CV \) observed in \( I_{\text{max}} \) can be attributed to particle size variations in the sample. In addition, we have evaluated \( I_{\text{max}} \) from a single pixel intensity. As a result, we expect some of the error in \( I_{\text{max}} \) is associated with the axial error in determining the particle \( z \)-location. In fact, when we obtain \( I_{\text{max}} \) by averaging a \( 3 \times 3 \) pixel area, we find that the \( CV \) reduces by \( \approx 5\% \).

In summary, our results show that the recording distance of \( z = 200 – 500\mu m \) is optimal for having reduced errors in the axial position, diameter and maximum intensity of polystyrene beads. This finding suggests that for studying particles and cells in bulk flow, our choice of a microchannel height of \( 350\mu m \) is well suited. Furthermore, since increasing magnification from 10x to 20x reduces only marginally the errors in our measured parameters, we have chosen 10x magnification for our bulk flow studies, as it provides a larger field of view for fingerprinting a greater number of cells.

4.2 Enumeration of tumor cells in bulk flow

Accurate enumeration of cells in bulk flow is integral to quantitative cell characterization via DHM. In the present study, the bulk flow is laminar in the rectangular channel. Therefore, it is possible that at a given flow and frame rate a given bead/cell might be imaged in more than one sequential frame which leads to multiple count of beads/cells. Since digital holographic microscopy provides \( x, y, \) and \( z \) coordinates of beads/cells from each frame therefore, each bead/cell can be correlated between sequential frames so that it can be determined if the bead/cell has been imaged in more than one sequential frames and multiple counts of beads/cells can be eliminated. In this section, we discuss how we eliminated multiple counts of cells recorded in sequential frames based on the correlation of each bead/cell up to certain sequential frames.
The beads/cells which enter the channel are imaged in sequential frames till they cross the length of entire frame. The number of sequential frames ($S_F$) in which beads are imaged depends on the velocity of beads ($v_{x,y,z}$), length of the frame ($L$), and frame rate ($F$) and can be calculated as,

$$S_F = \frac{LF}{v_{x,y,z}}$$  \hspace{1cm} (5)

For our experimental conditions (see Table 2), $L = 1$ mm and $F = 100\text{s}^{-1}$. At the centerline ($y = 0$), 10% from the wall ($y = 0.45$ mm) and 6% from the wall ($y = 0.47$ mm), the velocity of beads (for $Q = 1400\mu\text{L/min}$) are; $v_{0.0,0} = 126.5\text{mm/s}$, $v_{0.45,0} = 51.76\text{mm/s}$, $v_{0.47,0} = 35.13\text{mm/s}$ respectively (see Fig. 8(a)). Using Eq. (5), the number of sequential frames corresponding to these velocities are, $S_F = 0.79, 1.93, 2.85$ respectively. Therefore, we estimate that all the beads having velocity in between 126.5 to 51.76 mm/s (90%) and 51.76 to 35.13 mm/s (4%) will be imaged till second and third sequential frames. Overall, our simple analysis indicates that 94% beads will be imaged by considering up to the third sequential frame.

Figure 8 shows the experimental results enumerating polystyrene beads and MCF-7 cells at three different concentrations ($C$). We find that $S_F = 2$ is the optimal number of sequential frames that allows ~100% enumeration of the beads/cells at all three concentrations. For $S_F > 2$, the output count falls below the input count, whereas at $S_F < 2$, the enumeration is significantly more than 100% due to multiple counts. In particular, for $S_F \neq 2$, the mismatch between the output and input counts is worst for the highest concentration of beads and cells tested. We note that our calculated $S_F$ value of 3 (from Eq. (5) overestimates the optimal experimental value of 2, due to the fact that beads are depleted very close to the wall, for example at $y = 0.47$ mm, beads of 15 \text{µm} diameter will be excluded because of overlap of diffraction pattern from channel wall and the beads. As a result of this excluded volume, $S_F = 2$ is sufficient to enumerate all the particles without the need to resort to $S_F = 3$ to capture the very slow-moving near-wall particles.
4.3 Fingerprinting of tumor cells in bulk flow

In this section, we present two proof-of-principle studies demonstrating the utility of our inline-DHM methodology for label-free fingerprinting of cells in bulk flow. The first demonstration is applying DHM to characterize breast tumor cell lines with different metastatic potentials, and the second is distinguishing drug resistant tumor cells from their normal counterparts. Figure 9 shows holograms corresponding to the breast tumor cells and normal & drug resistant ovarian tumor cells.

Fig. 9. The holograms of size $64 \times 64$ pixels$^2$ cropped from original raw holograms corresponding to (a) MDA-MB-231, (b) MCF7, (c) SKOV-3, and (d) SKOV-3-TR cells.

In these studies, we introduce two metrics, cell diameter and maximum intensity ($I_{\text{max}}$), to characterize the given cell populations. For each cell line (and beads), 1000 reconstructed holograms were acquired using the same illumination of light, flow rate, frame rate, and channel dimensions (see Table 2). We demonstrate that under these conditions, we can characterize more than 100,000 cells from 10 seconds of imaging of bulk flow.

Fig. 10. High throughput DHM-based fingerprinting of beads and tumor cells of different metastatic potential in bulk flow. The size distribution for polystyrene beads and breast tumor cells (MCF7 and MDA-MB-231) is presented in (a), (b), and (c) respectively. The maximum intensity distribution for the same systems is presented in (d). The inset shows the mean value and coefficient of variance [$\mu \pm CV(\%)$] for either the diameter ($D$) or maximum intensity ($I_{\text{max}}$).
We first evaluated the accuracy of DHM characterization in bulk flow by measuring the size distribution of polystyrene beads and comparing it to manufacturer data and results from planar test target experiments. Figure 10(a) shows the diameter distribution for polystyrene beads measured in bulk flow. We find that the mean diameter of the beads obtained is $D = 15.45\mu m \pm 6.67\%$. This value obtained from reconstructing the images taken in bulk flow is in good agreement with that of manufacturer reported diameter ($D = 15.13\mu m \pm 6\%$), and static measurements (see Fig. 7(b)). The good agreement obtained under static and flow conditions validates the digital refocusing along the entire depth of the microfluidic channel.

We extended the bulk flow analysis of polystyrene beads to characterization of two breast tumor cell lines, MCF-7 and MDA-MB-231. Evaluating these cell lines provides a starting point for application of DHM bulk characterization to heterogeneous tumor samples as both cell lines have been derived from human patients with breast cancer. However, whereas MCF7 cells are nonmotile and nonmetastatic, MDA-MB-231 cells are highly metastatic both in vitro [49] and in vivo [50] representing a clinically challenging hormone independent cancer population. We find that the populations of MDA-MB-231 and MCF7 cells have similar size distributions with a mean diameter and coefficient of variance of 19.66µm ± 9% and 19.05µm ± 10% respectively (Figs. 10(b), 10(c)). The $I_{\text{max}}$ distributions for the two cell lines shown in Fig. 9(d) are much broader than that of the beads, indicating the significant heterogeneity in the tumor cell population for both cell lines. Importantly, the $I_{\text{max}}$ distribution for MDA-MB-231 is statistically different from that of MCF-7 cells ($p$-value < 0.05, obtained from the two sample student t-test at 95% confidence interval), even though some portion of the distributions overlap. Thus, comparing average populations, DHM is capable of distinguishing breast tumor cell lines of different metastatic potential.

We also tested the capability of DHM to distinguish a cancer cell line that is drug resistant compared to its normal counterpart. SKOV-3 is a parent ovarian cancer cell line and SKOV-3-TR is its drug resistant variant. The size distribution for SKOV-3 and SKOV-3-TR is presented in (a) and (b) respectively. The maximum intensity distribution for the same systems is presented in (c). The inset shows the mean value and coefficient of variance ($\mu \pm CV(\%)$) for either the diameter ($D$) or maximum intensity ($I_{\text{max}}$).

We also tested the capability of DHM to distinguish a cancer cell line that is drug resistant compared to its normal counterpart. SKOV-3 is a parent ovarian cancer cell line and SKOV-3-TR is the drug resistant variant of this parent cell line. Here, it is useful to mention that SKOV-3-TR cells were obtained by repeated rounds of exposure and culture of SKOV-3 cells.
to the chemotherapy drug paclitaxel [43], thereby selecting for ovarian tumor cells that are
tolerant to paclitaxel treatment. Figure 11 shows the size and $I_{\text{max}}$ distributions for these two
cell lines. We observe that the mean diameter of SKOV-3-TR ($D = 18.09\mu\text{m} \pm 12\%$) is
slightly lower than that of the SKOV-3 cells ($D = 19.14\mu\text{m} \pm 12\%$). In contrast, we find
striking difference in the intensity distributions of these two cell lines ($p < 0.01$). Drug
resistant ovarian cancer cells have markedly lower intensity that the parental cell line,
demonstrating that inline-DHM can be useful tool for fingerprinting drug resistant cells in a
tumor cell population. In addition, the high coefficient of variance of drug treated cells
compared to untreated cells suggests non-uniform response to drug treatment and highlights
the importance of recording single cell rather than averaged cell metrics.

Overall, our results demonstrate that our approach is capable of large-scale phenotyping
of more than 100,000 tumor cells based on size and maximum intensity. We note that
maximum intensity can depend on size, shape and refractive index of the cell. In case of
breast tumor cells, the size distribution of MCF-7 and MDA-MB-231 are very similar and the
$I_{\text{max}}$ distributions are statistically distinguishable suggesting that their optical properties are
also different. In case of ovarian cancer cells as well, the size distributions are not markedly
different. However, the $I_{\text{max}}$ distributions are strikingly different suggesting that the optical
characteristics of drug resistant cells is different from that of parental cells. We expect that
higher refractive index increases the absorption and refraction of light passing through a cell
and hence the scattered intensity is reduced. Given that both MDA-MB-231 and SKOV-3-TR
cells have lower $I_{\text{max}}$ than MCF-7 and SKOV-3 cells, respectively, we hypothesize that they
have a higher integral refractive index compared to their tested counterparts. Measurements
of integral refractive indexes of the cell lines used in the study are needed to corroborate our
hypothesis.

Here we have shown differentiation of the population averages of cells having distinct
metastatic potential and robust, single-cell resolution of cell populations having different
levels of drug resistance. We expect that by integrating developing optical approaches
[38,39], we might extend the characterization of cells in bulk flow presented here to include
more refined metrics allowing increased single-cell resolution of a broad range of clinically
relevant subpopulations.

5. Conclusions

Our results support the broad application of inline-DHM for characterizing cells in bulk flow.
Although size is a well-established metric, we introduce maximum pixel intensity as a useful
metric able to differentiate drug resistant cells from the parent cell line. This approach differs
from prior methods that depend on high magnification [23] or absolute measures of refractive
index [5,40,51,52] and are inherently low throughput. Our approach relies on comparatively
coarse metrics, but substantially higher throughput that is still able to direct interesting
biological observations. It is possible to increase the throughput further by technical
improvements such as increasing camera speed, particle flow rate, camera field of view and
channel dimensions as well as integrating the approaches for cell characterization in bulk
flow presented here with ever improving light sources and optical configurations. In parallel,
efforts are also needed to establish additional metrics from the hologram images and
accelerate the computational analysis to achieve sample-in and answer-out capability.

With regards to cancer diagnostics and prognosis, our single cell, high throughput
approach is particularly relevant since cancer is driven by mutations leading to large numbers
of tumor cells having significant heterogeneity. Coupled with ever-improving optics, bulk-
flow DHM approaches have the potential to better characterize and quantify diverse cancer
cell populations, which is expected to direct therapeutic approaches and improve disease
outcomes.
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