Predictive Model for the Risk of Hyperopia in Nigeria Using Decision Tree Algorithm
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ABSTRACT

This paper presents a model to forecast the risk of hyperopia among Nigerians using decision trees algorithms based on historical information elicited about the risk of hyperopia among selected respondents in southwestern Nigeria. The knowledge of hyperopia and the factors related to its risk, a number of variables (risk factors) were identified. The identified risk factors of hyperopia were validated by an expert physician with more than 10 years’ experience in medical practice before the instrument of data collection was constructed alongside the identification of respondents. The predictive model was formulated using two (2) decision trees algorithms namely: C4.5 Decision trees and Classification and Regression Trees algorithms based on the information collected. The predictive model was simulated using the Waikato Environment for Knowledge Analysis (WEKA) using the 10-fold cross validation technique for model training and testing. The results of the evaluation of the performance of the two (2) decision trees algorithm proposed for this paper, the CART decision trees performed better than the C4.5 decision trees algorithm. It was also able to make 12.8% (6 records) more correct classifications than the C4.5 decision trees algorithm. Unlike the C4.5 decision trees algorithm, the CART algorithm was able to produce a very low FP rate for the mild cases with a difference of 32.9%. The precision and area under the ROC graphs of the CART algorithm also showed better ability to predict high proportion of classes and capacity to discriminate classes effectively.
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1. INTRODUCTION

Hyperopia occurs when one eye turns upward - a form of eye misalignment also known as strabismus. With this disease the eye may turn up all the time or only part of the time. Thus, hyperopia can be constant or intermittent; when intermittent the eye moves only part of the time, stress or tiredness may be the cause of the hyperopia (Kabari and Nwachukwu, 2012). Most forms of strabismus affect children most often, adults may be diagnosed with a form of hyperopia that does not appear until later in life. The causes are related to muscles in both eyes that are not balanced and working together while in adults the common cause are nerve palsies, stroke, thyroid disease, trauma and neurological disorders.

Clinical Decision Support Systems (CDSS) provide clinicians, staff, patients, and other individuals with knowledge and person-specific information, intelligently filtered and presented at appropriate times, to enhance health and health care (Osheroff et al., 2006). Medical errors have already become the universal matter of international society. In 1999, IOM (American Institute of Medicine) published a report “To err is Human” (Kohn et al., 2000), that indicated: First, the quantity of medical errors is incredible, the medical errors had already became the fifth lethal; Second, the most of medical errors occurred by the human factor which could be avoid via the computer system. Improving the quality of healthcare, reducing medical errors, and guarantying the safety of patients are the most serious duty of the hospital.

The clinical guideline can enhance the security and quality of clinical diagnosis and treatment, its importance already obtained widespread approval (Miller and Kearney, 2004). In 1990, clinical practice guidelines were defined as “systematically developed statements to assist practitioner and patient decisions about appropriate health care for specific clinical circumstances” (Field and Lohr, 2005). The clinical decision support system (CDSS) is any piece of software that takes as input information about a clinical situation and that produces as output inferences that can assist practitioners in their decision making and that would be judged as “intelligent” by the program’s users (Musen, 1997).

Data mining is involve discovering of meaningful and useful information in large data repositories (Idowu, 2017; Idowu et al., 2015). Data mining can discover valuable but hidden knowledge from databases especially those used in storing health-related information about diseases affecting patients (Bakpo and Kabari, 2011). Clinical decisions are often made based on doctors’ intuition and experience rather than on the knowledge rich data hidden in the database. This practice leads to unwanted biases, errors and excessive medical costs which affects the quality of service provided to patients (Aqueel and Shaikh, 2012). The integration of clinical decision support with computer based patient records could reduce medical errors, enhance patient safety, decrease unwanted practice variation, and improve patient outcome (Chen and Greiner, 1999). This suggestion is promising as data modeling and analysis tools like data mining have the potential to generate a knowledge-rich environment which can help to significantly improve the quality of clinical decisions.

Hyperopia cases are on the increase among Nigerians affecting more children than adults thus posing a serious threat of blindness before children reach adulthood. In Nigeria, hyperopia risk is not pre-determined before the onset of the disease and most times individuals are already showing symptoms of the disease before by the time they reach the doctors for complaints. Developed nations all over have systems in place that aid the early detection of diseases but developing nations like Nigeria lack the availability of systems that possess such capability. There is a need for a model that can be used to determine the risk of hyperopia in Nigerians so as to prompt early detection. This paper presents a predictive model for the risk of having hyperopia in Nigeria using two decision tree algorithms.
2. RELATED WORKS

Predictive research aims at predicting future events or an outcome based on patterns within a set of variables and has become increasingly popular in medical research (Agbelusi, 2014; Idowu et al., 2015). Accurate predictive models can inform patients and physicians about the future course of an illness or the risk of developing illness and thereby help guide decisions on screening and/or treatment (Waijee et al., 2013a). There are several important differences between traditional explanatory research and predictive research. Explanatory research typically applies statistical methods to test causal hypothesis using prior theoretical constructs. In contrast, predictive research applies statistical methods and/or machine learning techniques, without preconceived theoretical constructs, to predict future outcomes (e.g. predicting the risk of hospital readmission) (Breiman, 1984).

Although, predictive models may be used to provide insight into casualty of pathophysiology of the outcome, casualty is neither a primary aim nor a requirement for variable inclusion (Moons et al., 2009). Non-causal predictive factors may be surrogates for other drivers of disease, with tumor markers as predictors of cancer progression or recurrence being the most common example. Unfortunately, a poor understanding of the differences in methodology between explanatory and predictive research has led to a wide variation in the methodological quality of prediction research (Hemingway et al., 2009).

Umesh et al. (2016) performed a review of image processing and machine learning techniques for eye disease detection and classification. In the study, an expert system for the diagnosis of eye disease was presented using eye images. Following image acquisition, the image was segmented; normalized using Daugman’s normalized model and the relevant features were extracted using circular symmetric filter method from the normalized image. Following this, an encoding procedure was used in matching the pre-processed images to their respective match as identified in the original dataset collected from the study location.

Kabari and Nwachukwu (2012) applied neural networks and decision trees for the detection of eye disease. The data set used for the training and testing of the system was collected from Linsolar Eye Clinic, Port Harcourt and Odadiki eye clinic, Port Harcourt all in Nigeria. The total data is 400 from which 320 samples (80%) are randomly chosen and used as training patterns and tested with 80 instances (20%) of the same data set. The data set consist of evenly distributed men and women. Samples also consider age randomly collected from 18 years to 70 years. Decision trees and artificial neural network were used to formulate the predictive model for eye disease risk. Using the hybrid model, a success rate of 92% was achieved. This infers that combination of neural networks and decision tree technique is an effective and efficient method for implementing diagnostic problem.

Imberman (2011) used decision trees to find patterns in an ophthalmology dataset. Using a learn and prune methodology, decision tree analysis of 354 accommodative esotropic patients led to the discovery of two conjunctive variables that predicted deterioration in the initial year of treatment better than what was previously determined using standard statistical methods. The dataset collected consisted of 5, 073 records consisting of 54 eye related disease. The results showed that the model developed had specificity of 37% and sensitivity of 98%.

3. METHODS

The methodology consists of a sequence of methods/techniques which started with the identification of the variables predictive of hyperopia alongside the data collection method used in gathering the required data needed for model development. The historical data collected contained records of individuals consisting of their respective values for each identified variables (risk factors) as inputs alongside the target variable (risk of hyperopia) as the output variable.
The decision trees algorithm used in formulating the predictive model was proposed alongside the process of model development using the historical data for training and testing the predictive model for the likelihood of hyperopia. The simulation environment used for the development of the predictive model was also stated alongside the performance evaluation metrics used in validating the predictive model developed for risk of Hyperopia. Figure 3.1 shows a description of the process involved in the methodology design of this study used in the development of the predictive model for hyperopia.

![Figure 3.1: 10-fold cross validation process](image)

### 3.1 Data Identification and Collection
Following the review of related works of literature in the body of knowledge of hyperopia and the factors related to its risk, a number of variables (risk factors) were identified. The identified risk factors of hyperopia were validated by an expert physician with more than 10 years’ experience in medical practice before the instrument of data collection was constructed alongside the identification of respondents. The selected data collection instrument for this study is the questionnaire due to the problem associated with the unavailability of data related to risk of hyperopia but for those with the disease. Appendix I shows the questionnaire administered to the respondents selected for this study.

#### 3.1.1 Questionnaire design
Before the construction of the questionnaire, the expert physician provided information about the associated risk factors of hyperopia. The associated risk factors of hyperopia were classified as:

a. **Demographic** - the demographic information used are: gender, age, marital status, ethnicity, occupation, religion and academic qualification; and

b. **Clinical factors** - the clinical factors evaluated were axial length of the eye, family history of hyperopia, height (meters), Weight (Kg), curvature of the cornea, pathological conditions, presence of diabetes mellitus, vision blurred, use of contact lens, difficulty reading, and worn out lens.

The constructed questionnaire consisted of three (3) sections, namely sections A, B and C. Section A of the questionnaire consisted of information relevant to the individual’s demographic information, namely: sex, age, education, occupation, marital status, job position, area of residence and ethnicity. Section B of the questionnaire consisted of information relating to the risk factors of the risk hyperopia from the individual respondent.
Section C consists of the doctor’s comments; this space is left free for the doctor to provide his comment on the associated risk of hyperopia based on the information provided on each questionnaire. It is important to state that the comments provided by the physician is subjective to his own experience in medical practice and may not be a true representation of the generic risk of hypertension in Nigeria.

3.2 Formulation of the Predictive Model for Risk of Hyperopia

Following the identification and validation of variables relevant to the risk of hyperopia and the collection of historical explaining the relationship between the identified risk factors and their respective risk for each record of individuals, the predictive model for the risk of hyperopia was formulated using the decision trees algorithm. In this study, supervised machine learning algorithms was used in formulating the predictive model since the pattern explaining the relationship between the identified factors (input variables) and the respective risk of hyperopia (the target variable) was required. The identified pattern can then be converted into a set of rules that can help assist cardiologist make informed decisions about the risk of hyperopia in Nigerians.

For any supervised machine learning algorithm proposed for the formulation of a predictive model, a mapping function can be used to easily express the general expression for the formulation of the predictive model for the risk of hyperopia - this is as a result that most machine learning algorithms are black-box models which use evaluators and not power series/polynomial equations. The historical dataset which consists of the records of individuals containing fields representing the set of risk factors (i number of input variables for j individuals), \( X_{ij} \) alongside the respective target variable (risk of hyperopia) represented by the variable \( Y_j \) - the risk of hyperopia for the jth individual in the j records of data collected from the hospital selected for the study.

Equation 3.1 shows the mapping function that describes the relationship between the risk factors and the target class - risk of hyperopia.

\[
\varphi: X \rightarrow Y
\]

The equation shows the relationship between the set of risk factors represented by a vector, \( X \) consisting of the values of i risk factors and the label \( Y \) which defines the risk of hyperopia - low, moderate and high risk of hyperopia as expressed in equation 3.2. Assuming the values of the set of risk factors for an individual is represented as \( X = \{X_1, X_2, X_3, \ldots, X_i\} \) where \( X_i \) is the value of each risk factor, \( i = 1 \) to \( i \); then the mapping \( \varphi \) used to represent the predictive model for hyperopia risk maps the risk factors of each individual to their respective risk of hyperopia according to equation 3.2.

\[
\varphi(X) = \begin{cases} 
\text{Low risk} & \text{if } X \text{ belongs to category A} \\
\text{Mild risk} & \text{if } X \text{ belongs to category B} \\
\text{High risk} & \text{if } X \text{ belongs to category C}
\end{cases}
\]

The decision trees developed for the risk of hyperopia in individuals was used to propose a set of rules that can be used to determine the risk of hyperopia directly just by observing the values of the risk factors identified by the model and the succession of events. Also, the set of attributes identified in the final decision trees model for hyperopia are the risk factors which have the most relevant importance to the determination of the risk of hyperopia in individuals and was proposed to the physician to be given much consideration during hyperopia risk assessment of individuals. In the following section, the decision trees algorithm used in formulating the predictive model for hyperopia risk in individuals is presented. Although, it is important to stress that decision trees algorithm generates a hierarchical tree structure with a top-down structure using a splitting criteria with an underlying conditional probability using the succession of occurrence of risk factors.
Hence, the splitting criteria used by each decision trees algorithm presented was presented which is used to
determine the selection of tree nodes starting from the parent node (the most important variable) to the
successive nodes all the way to the leaf (target class representing the risk of hyperopia).

3.2.1 Decision tree (DT) classifier
The formulation of the predictive model for hyperopia risk in individuals was proposed using decision trees
algorithm for the classification of the risk of hyperopia as either of low, moderate and high risk given the
values/labels of the identified risk factors (nodes) used in the development of a hierarchical tree structure using a
splitting criteria. Each interior node (starting from the root/parent node) of the decision tree represents the
attributes (important risk factors of hyperopia risk) with edges that correspond to the values/labels of each
attributes leading to a child node (another attribute conditional to the value of the parent node) at the bottom;
this process continues for each subsequent values of the attributes until the leaf is reached - the terminal node
also representing the target class (risk of hyperopia – low, moderate or high).

During the training process of model development using the historical dataset collected, the pattern is learned by
the tree by splitting the training dataset into subsets based on an attribute value test for each input variables; the
process is repeated on each derived subset in a recursive manner called recursive partitioning. The recursion is
completed when the subset at a node has all the same value of the target class, or when splitting no longer adds
value to the predictions. This is also called the Top-down induction of trees which is an example of the greedy
algorithm also called divide-and-conquer.

3.2.2 Decision trees (DT) algorithms used
The training data set, S is a set containing $S_1, S_2, ..., S_j$ of already classified samples of the records of
individuals consisting of the values of their risk factors, $X = \{X_1, X_2, ..., X_i\}$ alongside the risk of hyperopia,
$Y = \{\text{low, mild, high}\}$ such that, $S = (X, Y)$ for all individuals from 1 to j. The decision trees algorithms used
to develop the predictive model for the risk of hyperopia in individuals alongside their respective criteria were:

i. C4.5 Decision trees algorithm (implemented as J48 algorithm); and
ii. Classification and Regression Trees, CART (implemented as simple CART).

The theory of decision trees has the following parts: a root node which is the starting point of the trees with
branches called edges connecting successive nodes showing the flow based on the values (edge for transition) of
the attribute (node) and nodes that have child nodes are called interior nodes (parent nodes). Leaf or terminal
nodes are those nodes that do not have child nodes and represent a possible value of the target variable (CML
survival class) given the variables represented by the path from the root node. Rules can then be induced from
the trees taking paths created from the root node all the way to their respective leaf using IF-THEN statements.

The basic idea of any decision trees analysis is to split the given dataset into subsets by recursive partitioning of
the parent nodes into child nodes based on the homogeneity of the of within-node instances or separation of
between-node instances with respect to their target variables. Thus at each nodes, attributes are examined and
the splitter is chosen to be the attribute such that after dividing the nodes into child nodes according to the value
of the attribute variable, the target is differentiated to the best using algorithm.

As a result of this, there is a need by the decision trees algorithm to distinguish between important variables
attributes and attributes which contribute little to overall decision process which are based on the use of impurity
measures. Following is the algorithm used by decision trees in growing their trees from a dataset containing a set
of attributes. The algorithm is called TreeGrowth and takes in two arguments; which are the training records
containing instances $E$ and the attribute set (variables monitored) $F$ which works by recursively splitting the data
and expanding leaf nodes until a stopping criterion is met.
The motivation for using the two (2) selected decision trees algorithms are as follows:
- They are one of the earliest classification models (Quinlan, 1986).
- They are very popular in medical data mining applications (Heath, D et al., 1993; Murthy, 1998; Patel and Rana, 2014; Ahmad et al., 2013).
- They are represented as an hierarchical tree structure consisting of attributes (as nodes) and attribute values as edges.
- They can be converted to If-Then rules.
- Attribute selection criteria uses a function that measures purity
  - C4.5 algorithm uses information-theoretic entropy.

3.3 Model Simulation Process and Environment
Following the identification of the decision tree (DT) learning algorithms that was needed for the formulation of the predictive model for the risk of hyperopia in pregnant women, the simulation of the predictive model was performed using the data collected which consisted of individuals records containing information about the risk factors and their respective risk of hyperopia collected from a hospital in south-western Nigeria. The Waikato Environment for Knowledge Analysis (WEKA) software – a suite of machine learning algorithms was used as the simulation environment for the development of the predictive model.

The dataset collected was divided into two parts: training and testing data - the training data was used to formulate the model while the test data was used to validate the model. The process of training and testing predictive model according to literature is a very difficult experience especially with the various available validation procedures. For this classification problem, it was natural to measure a classifier’s performance in terms of the error rate. The classifier predicted the class of each instance - the pregnant women’s record containing values for each risk of hyperopia; if it is correct, that is counted as a success; if not, it is an error. The error rate being the proportion of errors made over a whole set of instances, and thus measured the overall performance of the classifier. The error rate on the training data set was not likely to be a good indicator of future performance; because the DT classifiers were been learned from the very same training data.
In order to predict the performance of a classifier on new data, there was the need to assess the error rate of the predictive model on a dataset that played no part in the formation of the classifier. This independent dataset was called the test dataset - which was a representative sample of the underlying problem as was the training data. It was important that the test dataset was not used in any way to create the classifier since the machine learning classifiers involve two stages: one to come up with a basic structure of the predictive model and the second to optimize parameters involved in that structure.

### 3.3.3.3 10-fold cross validation technique

The process of leaving a part of a whole dataset as testing data while the rest is used for training the model is called the holdout method. The challenge here is the need to be able to find a good classifier by using as much of the whole historical data as possible for training; to obtain a good error estimate and use as much as possible for model testing. It is a common trend to holdout one-third of the whole historical dataset for testing and the remaining two-thirds for training.

For this study the cross-validation procedure was employed, which involved dividing the whole datasets into a number of folds (or partitions) of the data. Each partition was selected for testing with the remaining $k - 1$ partitions used for training; the next partition was used for testing with the remaining $k - 1$ partitions (including the first partition used or testing) used for training until all $k$ partitions had been selected for testing. The error rate recorded from each process was added up with the mean the mean error rate recorded. The process used in this study was the stratified 10-fold cross validation method which involves splitting the whole dataset into ten partitions. Figure 3.1 shows a representation of the 10-fold cross validation process.

For the purpose of this study, the explorer was used for performing the process of feature selection using 3 different feature selections each with its own unique search strategy. Following the identification of relevant indicators - input variables, the training dataset containing those instances were tested using the experimenter interface of the Weka environment. Thus, the datasets were subjected to 10-fold cross validation using the two (2) selected decision trees learning algorithms, namely: C4.5 implemented as the J48 algorithm on WEKA and the ID3 algorithm.

Before subjecting the historical datasets containing the values of the risk factors alongside the risk of hyperopia for each respondent’s record in the original dataset; there was the need of storing the dataset according to the default format for data representation needed for data mining tasks on the Weka environment. The default file type is called the attribute relation file format (.arff). The arff file type stores three category of data: the first defining the title of the relation, the second defining the relation’s attributes alongside their respective labels and the third defining the relations data followed for the values of each attributes for each record. Also, data can be read from comma separated values (.csv) format and from databases using Object-Database Connectivity (ODBC).

### 3.4 Performance Evaluation of Model Validation Process

During the course of evaluating the predictive model, a number of metrics were used to quantify the model’s performance. In order to determine these metrics, four parameters must be identified from the results of predictions made by the classifier during model testing. These are: true positive (TP), true negative (TN), false positive (FP) and false negative (FN). In this study which involves a binary classification, either of survived and not survived can be considered as positive while the others negative (e.g. if low is considered as a positive then moderate and high are negatives and vice versa). True positives are the correct prediction of positive cases, true negatives are the correct prediction of negative cases, false positives are the negative cases predicted as positives while false negatives are positive cases predicted as negatives. These results are presented on confusion matrix - for this study the confusion matrix is a $3 \times 3$ owing to the three labels for the output class but for simplicity of the notion of positives and negatives; a $2 \times 2$ confusion matrix is presented.
From the confusion matrix, it is easy to identify that the sum of the TP and the FP is the predicted positive cases while the sum of the TN and FN is the predicted negative cases. Also, the sum of the TP and the FN is the actual positive cases while the sum of the TN and the FP is the actual negative cases. The performance metrics are thus defined as follows:

- **Sensitivity/True positive rate/Recall**: is the proportion of actual positive cases that were correctly predicted positive by the model.
  \[
  \text{Sensitivity} = \frac{TP}{TP + FN} \tag{3.3}
  \]

- **Specificity/True negative rate**: is the proportion of actual negative cases that were correctly predicted as negatives by the model.
  \[
  \text{Specificity} = \frac{TN}{FP + TN} \tag{3.4}
  \]

- **False Positive rate/False alarm**: is the proportion of actual negative cases that were predicted as positive by the model.
  \[
  \text{False alarm} = \frac{FP}{FP + TN} \tag{3.5}
  \]

- **Precision**: is the proportion of the predicted positive/negative cases that were actually positive or negative. Equations (3.32) and (3.33) show the precision for positive and negative cases.
  \[
  \text{Precision (positive class)} = \frac{TP}{TP + FP} \tag{3.6}
  \]
  \[
  \text{Precision (negative class)} = \frac{TN}{FN + TN} \tag{3.7}
  \]

- **Area under the Receiver Operating Characteristics (ROC) curve**: is the area of the curve plotted by the graph of the true positive rate (sensitivity) against the true negative rate (specificity) for the different instances of test datasets used for testing the predictive model for hypertension risk.

- **Accuracy**: is the total number of correct classifications (positive and negative)
  \[
  \text{Accuracy} = \frac{TN + TP}{TN + TP + FN + FP} \tag{3.8}
  \]

4. RESULTS AND DISCUSSION

In this section, the results of the methodological approach described earlier are discussed. A thorough investigation into the analysis of the description of the dataset collected was initially performed in order to understand the distribution of the values of each risk factors of hyperopia among the respondents selected for this study using the minimum and maximum values, and the mean and standard deviation of the data distribution. Following this, the results of the model formulation and simulation process for the development of the predictive model for the risk of hyperopia was presented. The performance of the predictive models for hyperopia risk developed using the decision trees algorithms were evaluated in order to identify the most effective and efficient predictive model for the risk of hyperopia. Thus, the variables identified by the decision trees algorithm were proposed as the most important and relevant indicator for the risk of hyperopia among the patients selected for this study.

4.1 Results and Discussion of Data Summarization of Historical Dataset

For this study, data was collected from 50 patients using the questionnaires constructed for this study among which; the risk of hyperopia was identified for 47 patients. Figure 4.1 shows a screenshot of the data collected from the 47 respondents selected for this study. The data was stored in the attribute relation file format (.arff) which is the acceptable format for the data mining simulation environment selected for this study.
The format required the identification of three (3) parts of the dataset, namely:

- **The relation section**: was used to identify the name of the file identified which in this case is hyperopia-model-training for the data containing all 47 patients selected for training and testing the model after. The relations tag is identified using the name @relation before the relation name;
b. **The attribute section**: was used to identify the fields/attributes (risk factors) identified as the input variables for the risk of hyperopia where the last attribute describes the risk of hypertension. There are 18 attributes identified in the file with the first 17 identifying the input variables (risk factors of the risk of hyperopia) while the last variable is the risk of hyperopia. Each attribute has its own respective label which shows the possible values that can be stated by each attribute defined in the dataset. The attribute tag for each attribute is identified using the name @attribute before each attribute name; and

c. **The data section**: was used to identify the dataset values for each respondents collected in the same order as the attributes were listed. Each respondent’s record of data is represented as the set of values on each line with the risk of hyperopia shown on the last portion of each line. The data containing the values of the attributes for each respondent is listed on the line following the name tag identified as @data.

Table 4.1 gives a description of the number of patients with their respective risk of hyperopia from the 47 patient records selected for model formulation and validation which were stored in the hyperopia-training.arff file.

<table>
<thead>
<tr>
<th>Hypertension risk</th>
<th>Frequency</th>
<th>Percentage (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>8</td>
<td>17.02</td>
</tr>
<tr>
<td>Mild</td>
<td>23</td>
<td>48.93</td>
</tr>
<tr>
<td>High</td>
<td>16</td>
<td>34.04</td>
</tr>
<tr>
<td>Total</td>
<td>47</td>
<td>100.0</td>
</tr>
</tbody>
</table>

The table shows that out of the 47 patients considered; 8 (17.02%) had low risk of hyperopia, 16 (34.04%) had high risk of hyperopia while 23 (48.93%) had mild risk of hyperopia. It was observed that the highest case presented was for respondents with mild risk of hyperopia while the least case was presented for respondents with high risk of hyperopia. Table 4.2 gives a description of the data collected from all 47 respondents selected for the study; it shows the distribution of the values of each attributes defined for the dataset collected from the respondents. From the summary of the dataset that was presented, it was observed that majority were female - with a ratio of 1.5:1 for female to men. The description also showed that 51.1% fell within the age interval of 21 - 30 years while 29.8% in the interval of 11 - 20; this showed that the majority of respondents selected for the study was between the age interval of 11 - 30 years with just 2.1% above 40 years. Furthermore, majority of the respondents were identified as Yoruba and Hausa with a proportion of 40.4% each with 48.9% respondents working as civil servants with the remaining proportion working as students, traders and teachers. The majority educational qualification was secondary school education with a proportion of 55.3% followed by tertiary education with a proportion of 29.8%.

Based on information regarding the clinical variables (risk factors of hyperopia), it was discovered that majority (40.4%) had first generation family members history of hyperopia followed by those with second generation (31.9%). 78.7% of the respondents had pathological conditions with about 25.53% of the respondents with diabetes mellitus while 21.3% don’t know. 74.5% of respondents have had signs of visual blurriness while 46.8% of the respondents use contact lens and 72.3% had difficulty reading.
Table 4.2: Description of Historical Data of all 47 respondents

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Labels</th>
<th>Frequency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Male</td>
<td>19 (40.4%)</td>
</tr>
<tr>
<td></td>
<td>Female</td>
<td>26 (59.6%)</td>
</tr>
<tr>
<td>Age (years)</td>
<td>Below 10</td>
<td>3 (6.38%)</td>
</tr>
<tr>
<td></td>
<td>11-20</td>
<td>14 (29.78%)</td>
</tr>
<tr>
<td></td>
<td>21-30</td>
<td>24 (51.06%)</td>
</tr>
<tr>
<td></td>
<td>31-40</td>
<td>4 (8.51%)</td>
</tr>
<tr>
<td></td>
<td>Above 40</td>
<td>1 (2.12%)</td>
</tr>
<tr>
<td>Marital Status</td>
<td>Single</td>
<td>20 (42.55%)</td>
</tr>
<tr>
<td></td>
<td>Married</td>
<td>21 (44.68%)</td>
</tr>
<tr>
<td></td>
<td>Divorced</td>
<td>6 (12.77%)</td>
</tr>
<tr>
<td>Ethnicity</td>
<td>Yoruba</td>
<td>19 (40.43%)</td>
</tr>
<tr>
<td></td>
<td>Ibo</td>
<td>9 (16.14%)</td>
</tr>
<tr>
<td></td>
<td>Hausa</td>
<td>19 (40.43%)</td>
</tr>
<tr>
<td>Occupation</td>
<td>Civil servant</td>
<td>23 (48.94%)</td>
</tr>
<tr>
<td></td>
<td>Trader</td>
<td>8 (17.02%)</td>
</tr>
<tr>
<td></td>
<td>Teacher</td>
<td>9 (19.15%)</td>
</tr>
<tr>
<td></td>
<td>Student</td>
<td>7 (14.89%)</td>
</tr>
<tr>
<td>Religion</td>
<td>Christian</td>
<td>17 (36.17%)</td>
</tr>
<tr>
<td></td>
<td>Islam</td>
<td>30 (63.83%)</td>
</tr>
<tr>
<td>Educational Qualification</td>
<td>Primary</td>
<td>7 (14.89%)</td>
</tr>
<tr>
<td></td>
<td>Secondary</td>
<td>26 (55.32%)</td>
</tr>
<tr>
<td></td>
<td>Tertiary</td>
<td>14 (29.77%)</td>
</tr>
<tr>
<td>Family History</td>
<td>None</td>
<td>12 (25.53%)</td>
</tr>
<tr>
<td></td>
<td>First</td>
<td>19 (40.43%)</td>
</tr>
<tr>
<td></td>
<td>Second</td>
<td>15 (31.91%)</td>
</tr>
<tr>
<td>Pathological Conditions</td>
<td>Yes</td>
<td>37 (78.72%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>10 (21.28%)</td>
</tr>
<tr>
<td>Diabetes Mellitus</td>
<td>Yes</td>
<td>12 (25.53%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>25 (53.19%)</td>
</tr>
<tr>
<td></td>
<td>Don’t Know</td>
<td>10 (21.28%)</td>
</tr>
<tr>
<td>Visually Blurred</td>
<td>Yes</td>
<td>35 (74.47%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>10 (21.28%)</td>
</tr>
<tr>
<td></td>
<td>Don’t Know</td>
<td>1 (4.25%)</td>
</tr>
<tr>
<td>Contact Lens Use</td>
<td>Yes</td>
<td>22 (46.81%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>25 (53.19%)</td>
</tr>
<tr>
<td>Difficulty reading</td>
<td>Yes</td>
<td>34 (72.34%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>12 (25.53%)</td>
</tr>
<tr>
<td>Lens worn out</td>
<td>Yes</td>
<td>31 (68.09%)</td>
</tr>
<tr>
<td></td>
<td>No</td>
<td>16 (31.91%)</td>
</tr>
</tbody>
</table>
4.2 Results of Model Formulation and Simulation

Following the identification of the risk factors that are associated with hyperopia risk, the next phase is model formulation using the aforementioned decision trees algorithms available in the Weka software. The 10-fold cross validation technique was used in evaluating the performance of the developed predictive model for hyperopia risk using the historical dataset used for training the model. This process was performed for both decision trees algorithm used with their respective performance compared for the most effective.

4.2.1 Results of model formulation and simulation using the C4.5 algorithm

From the dataset collected from the respondents, the training data was used for the formulation of the predictive model needed for the prediction of the risk of hypertension. The J4.8 decision trees algorithm was used to implement the C4.5 decision trees algorithm for the formulation of the predictive model using the simulation environment. The results of the formulation of the predictive model for the risk of hyperopia using the C4.5 decision trees algorithm showed that four (4) variables were the most important risk factors of hyperopia and were used by the algorithm to develop the tree that was used in formulating the predictive model for risk of hypertension using the C4.5 decision trees algorithm. The variables identified in the order of their importance were:

a. Height (in metres);

b. Family History;

c. Marital Status; and

d. Occupation

Based on the four (4) variables identified by the C4.5 decision trees algorithm, the predictive model for the risk of hyperopia was formulated based on the results of the simulation using the J48 decision trees algorithm on the WEKA simulation environment. Figure 4.2 shows the decision trees that was formulated based on the four (4) variables that were proposed by the algorithm. The tree was used to deduce the set of rules that were proposed for determining the risk of hyperopia based on the values of the four variables identified by the algorithm. The rules extracted from the tree are as follows:

Height-m <= 1.5
  | Family-history = None: High
  | Family-history = First: Mild
  | Family-history = Second: Mild

Height-m > 1.5
  | Marital-status = Single: Low
  | Marital-status = Married
  | Occupation = Civil-servant: Mild
  | Occupation = Trader: High
  | Occupation = Teacher: Mild
  | Occupation = Student: Mild
  | Marital-status = Divorced: Low

Following the simulation of the predictive model for risk of hypertension using the C4.5 decision trees algorithm, the evaluation of the performance of the model following validation using the 10-fold cross validation method was recorded. Figure 4.3 shows the confusion matrix that was used to interpret the results of the true positive and negative alongside the false positive and negatives of the validation results. The confusion matrix shown in figure 4.3 was used to evaluate the performance of the predictive model for risk of hyperopia.
From the confusion matrix shown in figure 4.3, the following sections present the results of the model’s performance. Out of the 8 low cases, there were 7 correct classifications with 1 misclassified as mild risk; out of the 23 mild risk cases, there were 21 correct classifications with 1 misclassified as low and high risks each while out of the 16 high cases, there were 7 correct classifications with 2 misclassified as low and 7 misclassified as high risk. Therefore, there were 35 correct classifications out of the 47 records considered for the model development owing for an accuracy of 74.47%. Table 4.3 shows the summary of the evaluation results.
4.2.2 Results of model formulation and simulation using the CART algorithm

From the dataset collected from the respondents, the training data was used for the formulation of the predictive model needed for the prediction of the risk of hyperopia. The CART decision trees algorithm was used to implement the CART decision trees algorithm for the formulation of the predictive model using the simulation environment. The results of the formulation of the predictive model for the risk of hyperopia using the CART decision trees algorithm showed that eight (8) variables were the most important risk factors of hyperopia and were used by the algorithm to develop the tree that was used in formulating the predictive model for risk of hyperopia using the CART decision trees algorithm. The variables identified in the order of their importance were:

a. Curvature;
b. Weight (in Kilograms);
c. Difficulty reading;
d. Occupation;
e. Age;
f. Educational Qualification;
g. Height (in metres);
h. Family History; and
i. Ethnicity.

<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th>Risk Labels</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP rate (sensitivity/recall)</td>
<td>Low</td>
<td>0.875</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.913</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.438</td>
</tr>
<tr>
<td>FP rate (false alarm rate)</td>
<td>Low</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.333</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.032</td>
</tr>
<tr>
<td>Precision</td>
<td>Low</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.724</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.875</td>
</tr>
<tr>
<td>ROC</td>
<td>Low</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.855</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.792</td>
</tr>
</tbody>
</table>
Based on the eight (8) variables identified by the CART decision trees algorithm, the predictive model for the risk of hyperopia was formulated based on the results of the simulation using the J48 decision trees algorithm on the WEKA simulation environment. Figure 4.4 shows the decision trees that was formulated based on the eight (8) variables that were proposed by the algorithm. The tree was used to deduce the set of rules that were proposed for determining the risk of hyperopia based on the values of the variables identified by the algorithm.

The rules extracted from the tree are as follows:

Curvature < 33.0: **Low**
Curvature >= 33.0
  | Weight-kg < 71.0
  |   | Weight-kg < 48.5: **High**
  |   | Weight-kg >= 48.5
  |     | Difficulty-reading=(No)
  |     |   | Age=(above-40) (31-40): **Mild**
  |     | Age!=(above-40) (31-40): **High**
  |     | Difficulty-reading!=(No): **Mild**
  | Weight-kg >= 71.0
  |   | Height-m < 1.75
  |     | Occupation=(Student): **High**
  |     | Occupation!=(Student)
  |     |   | Qualification=(Tertiary) (Secondary)
  |     |     | Height-m < 1.625
  |     |     | Family-history=(Second) (First)
  |     |     | Family-history!=(Second) (First): **High**
  |     | Height-m >= 1.625: **High**
  |     | Qualification!=(Tertiary) (Secondary): **High**
  |     | Height-m >= 1.75: **Low**

**Figure 4.4: Decision Tree formulated using CART for Risk of Hyperopia**
Following the simulation of the predictive model for risk of hyperopia using the CART decision trees algorithm, the evaluation of the performance of the model following internal validation using the 10-fold cross validation method was recorded. Figure 4.5 shows the confusion matrix that was used to interpret the results of the true positive and negative alongside the false positive and negatives of the validation results.

The confusion matrix shown in figure 4.5 was used to evaluate the performance of the predictive model for risk of hyperopia. From the confusion matrix shown in figure 4.4, the following sections present the results of the model’s performance. Out of the 8 low cases, 7 were correctly classified while 1 was misclassified as mild risk; out of the 23 mild risk cases, 18 were correctly classified while 3 was classified as low and 2 misclassified as high risk and all 16 high risk cases were correctly classified. Therefore, the overall accuracy of the CART algorithm was 87.23%. Table 4.4 shows the summary of the evaluation results.

4.3 Discussion of results for model formulation and simulation
The result of the performance evaluation of the C4.5 algorithm was presented in Table 4.3. The true positive rate which gave a description of the proportion of actual cases that was correctly predicted showed values of 0.875, 0.913 and 0.438 for the low, mild and high cases respectively by the C4.5 decision trees algorithm.

![Confusion Matrix](image)

Figure 4.5: Confusion matrix of performance evaluation using CART
The false positive rate which gave a description of the proportion of predicted cases that was incorrectly classified showed values of 0.077, 0.333 and 0.032 for the low, mild and high risk cases respectively. This implied that at most 8% and 33% of the low/high and mild risks respectively is misclassified as another class. The precision which gave a description of the proportion of the predicted cases that was correctly classified showed values of 0.700, 0.724 and 0.875 for the low, mild and high risk cases respectively. This implied that the algorithm was able to correctly classify at least 70% of class from a set of predictions.

The receiver operating characteristics curve which gave a description of how well the predictive model was able to discriminate between all three risk cases showed values of 0.949, 0.855 and 0.792 for the low, mild and high risk cases respectively. This implied that at least 79% of the area under the ROC was covered in the plot of the TP rate against the FP rate, which implies that the model showed good capability of discriminating between the risks of hypertension.

The result of the performance evaluation of the CART algorithm was presented in Table 4.4. The true positive rate which gave a description of the proportion of actual cases that was correctly predicted showed values of 0.875, 0.783 and 1.00 for the low, mild and high cases respectively by the CART decision trees algorithm. The false positive rate which gave a description of the proportion of predicted cases that was incorrectly classified showed values of 0.077, 0.042 and 0.065 for the low, mild and high risk cases respectively. This implied that at most 8% of a class is misclassified as another class.

<table>
<thead>
<tr>
<th>Performance Metrics</th>
<th>Risk Labels</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>TP rate (sensitivity/recall)</td>
<td>Low</td>
<td>0.875</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.783</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>1.000</td>
</tr>
<tr>
<td>FP rate (false alarm rate)</td>
<td>Low</td>
<td>0.077</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.065</td>
</tr>
<tr>
<td>Precision</td>
<td>Low</td>
<td>0.700</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.947</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.889</td>
</tr>
<tr>
<td>ROC</td>
<td>Low</td>
<td>0.949</td>
</tr>
<tr>
<td></td>
<td>Mild</td>
<td>0.936</td>
</tr>
<tr>
<td></td>
<td>High</td>
<td>0.991</td>
</tr>
</tbody>
</table>
The precision which gave a description of the proportion of the predicted cases that was correctly classified showed values of 0.700, 0.947 and 0.889 for the low, mild and high risk cases respectively. This implied that the algorithm was able to correctly classify at least 70% of class from a set of predictions. The receiver operating characteristics curve which gave a description of how well the predictive model was able to discriminate between all three risk cases showed values of 0.949, 0.936 and 0.991 for the low, mild and high risk cases respectively. This implied that at least 94% of the area under the ROC was covered in the plot of the TP rate against the FP rate, which implies that the model showed good capability of discriminating between the risks of hypertension.

Based on the results of the evaluation of the performance of the two (2) decision trees algorithm proposed for this paper, the CART decision trees performed better than the C4.5 decision trees algorithm. It was also able to make 12.8% (6 records) more correct classifications than the C4.5 decision trees algorithm. Unlike the C4.5 decision trees algorithm, the CART algorithm was able to produce a very low FP rate for the mild cases with a difference of 32.9%. The precision and area under the ROC graphs of the CART algorithm also showed better ability to predict high proportion of classes and capacity to discriminate classes effectively.

This paper presents the CART decision trees algorithm using the variables: curvature, weight (in Kilograms), difficulty reading, occupation, age, educational qualification, height (in metres), family history, and ethnicity to construct a decision trees for predicting the risk of hyperopia in Nigerian individuals.

5.0 CONCLUSION

This paper focused on the development of a prediction model using identified risk factors in order to classify the risk of hyperopia in selected respondents for this study. Historical dataset on the distribution of the risk of hyperopia among respondents was collected using questionnaires following the identification of associated risk factors of hyperopia from expert medical practitioners. The dataset containing information about the risk factors identified and collected from the respondents was used to formulate predictive model for the risk of hyperopia using two (2) decision trees algorithm – C4.5 and CART. The predictive model development using the decision trees algorithm was formulated and simulated using the WEKA software. The results of the paper revealed the variables that were identified by both decision trees algorithm as relevant for identifying the risk of hyperopia in respondents. The CART decision trees algorithm was observed to show a better accuracy compared to that of the C4.5 decision trees algorithm using the training dataset presented in the paper.

The paper proposed a predictive model for hyperopia risk using relevant risk factors selected from a predefined set of risk factors of hyperopia risk in Nigerians. The C4.5 decision trees algorithms identified four (4) risk factors while the CART decision trees algorithm identified eight (8) risk factors. The predictive model was formulated using the variables identified by both decision trees proposed for this paper and the performance evaluation of both models showed that the model developed using the CART decision trees algorithm was a better model. Unlike the C4.5 decision trees algorithm which selected nominal attributes (risk factors) alone, CART was able to identify nominal attributes in addition to the nominal values identified.
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